Foundations for learning from noisy quantum experiments
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We study our ability to learn physical operations in quantum systems where all operations,
from state preparation, dynamics, to measurement, are a priori unknown. We prove that
without any prior knowledge, if one can explore the full quantum state space by composing
the operations, then every operation could be learned up to an arbitrarily small error. When
one cannot explore the full space but the operations are approximately known, we present
an efficient algorithm for learning all operations up to a single unlearnable parameter cor-
responding to the fidelity of the initial state assuming gate-independent noise on Clifford
gates. Our algorithm for learning the Clifford gate noise uses a number of experiments linear
in the number of parameters, which is quadratically fewer than the best known randomized
benchmarking protocol. When these assumptions are not met, the true description of the
noise can be fundamentally unlearnable, e.g., we prove that no benchmarking protocol can
learn the Pauli noise on Clifford+T gates if the Pauli noise depends on the gates. Even when
the noise cannot be learned, we prove that a large quantum advantage can be achieved in a
recent learning task performed on the Sycamore quantum processor.

Understanding what we can learn from experiments is central to many scientific fields. By conduct-
ing experiments we obtain information about the physical world. This information can be organized
into knowledge allowing us to predict how the world would behave under different circumstances and to
design complex systems with desired functionalities. To develop quantum technology, understanding
what we can learn from quantum experiments is crucial.

In this work, we build on computational learning theory [19, 32, 37] to develop a rigorous theory for
reasoning about what can and cannot be learned. We represent scientists and their classical algorithms
abstractly as classical agents that conduct experiments by specifying actions that control a quantum
mechanical system. Actions include specifying which initial states are prepared, which CPTP maps
are performed, and which POVM measurements are executed at the end of an experiment. Classical
agents do not have perfect knowledge about how these actions affect the quantum world, e.g., what
state is prepared, or what quantum processes and measurements are actually implemented. But
classical agents can improve their understanding of the physical world through experiments. We refer
to the mapping from each action to the corresponding physical operation as a world model W. The
central question we would like to answer is: What can a classical agent learn about the true world
model W* describing the underlying physical reality?

To answer this question, we make a distinction between two different viewpoints for assessing how
well the classical agent learns. The first viewpoint judges whether the classical agent accurately learns
the intrinsic descriptions of the physical operations. This is the viewpoint commonly considered in
quantum tomography [2, 3, 12, 21-23, 27, 29, 38]. For example, given a quantum computer, we
might want the classical agent to characterize the noise afflicting the state preparations, maps, or
measurements acting on various qubits. Knowledge about the intrinsic descriptions of the physical
operations is crucial for calibrating, controlling, and improving a complex quantum many-body system
[8, 50, 51]. If, for example, the classical agent finds the measurements to be particularly noisy, we
should focus on improving our measurement procedure.

The second viewpoint examines whether the classical agent can predict the extrinsic behavior of
the quantum system. In particular, given an experiment, we ask the classical agent to predict the
experimental outcomes. The classical agent does not need to learn the actual descriptions of the
physical operations and is free to use any model as long as the prediction is accurate. The second
viewpoint is relevant when we want to control the quantum system to achieve specific tasks, such as
mitigating errors in a particular computation [14, 31, 44, 46]. Because the true physical descriptions are
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Figure 1: Illustration of a classical agent that can learn from quantum experiments. Classical agent specify
an instruction consisting of the actions x,y, z for the experiment. The quantum system runs the experiment
using a state p,, a quantum process £,, and a POVM measurement M to produce an experimental outcome.
The classical agent does not have prior knowledge on what p,, &, M, are. The goal of the classical agent is to
either learn p,,&,, M, (learning intrinsic descriptions) or predict the distribution of the experimental outcome
(predicting extrinsic behaviors).

not learned, a model that can predict extrinsic behavior might not provide useful guidance regarding
how to improve the quantum device. While intrinsic descriptions are more informative than a model
for predicting extrinsic behavior, intrinsic descriptions are also much more challenging to learn.

In this work, we will provide fundamental results for understanding what one could learn from noisy
quantum experiments. We will present case studies that illustrate the practical implications of the
foundations established in this work. In a subsequent work, we will present a versatile mathematical
framework for developing rigorous neural network algorithms capable of learning a wide range of noise
models in quantum many-body systems.

I. Foundations

To elucidate the basic features of learning intrinsic descriptions and predicting extrinsic behaviors,
we prove a series of fundamental results regarding what the classical agent can learn and how efficiently
the classical agent can learn it. We begin by establishing the formalism. Then, we present the
fundamental results that elucidate the two viewpoints: learning intrinsic descriptions and predicting
extrinsic behaviors.

A. A formalism for learning from quantum experiments

We consider three sets of actions that the classical agent could play: X is the set of actions for
preparing different kind of states, ) consists of actions for implementing certain physical evolutions,
and Z is a set of possible POVM measurements. A world model W is a mapping from the actions
to the actual physical operations. For example, each action y € Y corresponds to a quantum channel
&y, that will be applied to the quantum system when the classical agent performs the action y. We
represent the world model by the collection of all the physical operations associated to every action,

W= ({px}xez\,’a {5y}ye% {MZ}ZGZ) ) (1)

where p, is a quantum state, &, is a quantum channel, and M, is a POVM measurement. In Ap-
pendix A, we provide formal definitions of world models and the relations between world models. Due
to the intrinsic degeneracy in the mathematical formulation of quantum mechanics, two world models
related by a unitary or anti-unitary transformation describe the same physical reality.

The classical agent conduct experiments by controlling the quantum system with the given set of
actions. Fach experiment E begins with an action x € X that prepares the state p,, followed by



a sequence of actions yi,...,yr, € Y that evolves the state p, to &, (... &y, (Eyi(pz))...), and the
experiment ends with an action z € Z that produces a measurement outcome after performing the
POVM M, on &, (...&y,(Eyi(pz))--.). Suppose the true world model is Whrye, and suppose the
classical agent has a class of candidate models @ = {W} for the true world model W;,e € Q encoding
his/her prior knowledge. The goal of the classical agent is to obtain knowledge (learn) about the true
world model W, in the model class Q@ by conducting experiments. The set of candidate models Q
could be uncountably large, which is common in actual experimental setup as the possible noise process
forms an uncountably infinite set. The set of models Q will be referred to as the model class, following
the nomenclature in classical learning theory [37].

B. Learning intrinsic descriptions of the world model

A common viewpoint for judging the success of the classical learning agent is to see if he/she could
identify the physical description of the true world model Wi;ye € Q (up to a unitary or anti-unitary
transformation). In particular, given any error € > 0, we check whether the classical agent can learn to
describe the states p,, the maps &y, and the POVMs M in Wi,y to error at most e. Formal definition
of learnability is given in Appendix C. Such a viewpoint is often taken in the literature of quantum
tomography to provide rigorous performance guarantee. In quantum state/process tomography, we
assume that certain actions are perfectly known and we would like to learn the descriptions of the
states or the CPTP maps to any error. Here, all actions may be unknown, but we would still like to
learn the true physical descriptions to arbitrarily small error.

Learning the intrinsic physical description is challenging because the classical agent only observe
the behavior of the world model under the given set of actions. If the actions are limited, then he/she
is unable to learn the intrinsic physical description of Wiue. For example, a classical agent cannot
distinguish between the following two distinct physical realities in a single-qubit system,

WA g =1/2, Efi(p) = HpH'", 7 (p) = TpT", Mg = {l0)o], 11X1]}, ()
WE: pf =1/2, Efi(p) = 1/2, 7 (p) = 1/2, MG = {[0)0L [1X1]},  (3)

with actions X = {0}, = {H,T},Z = {0}. In both world A and B, the experimental outcome is
always a uniform distribution over the two outcomes 0, 1. Hence, given any possibly uncountably large
model class Q that contains W4 and W5, the classical agent would not be able to learn all actions
to arbitrarily small error. This stems from the fact that the actions are too limited to tell the two
physical realities apart. The classical agent cannot distinguish the two physical realities because the
input state is “informationally incomplete” in the above example. This is like the situation where one
hopes to perform quantum state tomography with computational basis measurements alone — it is
impossible because the measurements are not informationally complete.

One may wonder whether it is possible to learn the intrinsic descriptions of all actions if the classical
agent do not have any prior knowledge about each action. Our first result shows that even without
knowing what each action is, a classical agent can learn the intrinsic descriptions of all actions when
the actions enable the agent to explore the quantum state space completely, and there is at least one
action that implements a nontrivial POVM that depends on the state being measured.

Definition 1. A world model W = ({pz}zex, {€y}yey, {M:}:c2) is universal if (i) there is z € X,
such that the state p, is pure; (ii) there are yi,...,yx € Y, such that the actions maps &,,,...&,,
constitute a universal set of unitary transformations; (iii) there is z € Z, such that the POVM M,
has at least one POVM element not proportional to identity.

Given an arbitrary world model W that satisfies Definition 1, the classical agent would not know
the action x that prepares a pure state, the actions y1,...,yr that implements the universal set of
unitaries, nor the action z that implements the nontrivial POVM. Furthermore, the classical agent
has no knowledge about what the physical operations p;, &y, ,...&y,, M. are. However, it is possible
to learn all actions in W as given by the following theorem.



Theorem 2 (Learning intrinsic description). Consider a (uncountably large) set Q* of candidate
world models that satisfy Definition 1. If the true world model Wiwe € QF, then the classical agent
can learn the description of every action in Wipye to arbitrarily small error (up to one global unitary
or anti-unitary transformation).

Proof idea. Here, we present the general idea of the proof. The detail is given in Appendix D. First,
we design a procedure for testing whether a composed CPTP map &, o...0¢&,, is an identity. Then,
we use the fact that unitaries are the only reversible CPTP maps and the identity testing procedure
to create a protocol for testing whether a CPTP map &, is a unitary. The unitary test allows the
learning agent to identify every action that implements a unitary transformation.

Next, we show that randomly composing the identified unitaries forms an approximate Haar random
unitary. This is proven using a contraction theorem for random walks on compact semi-simple Lie
groups [47]. This result holds for any universal set of unitaries without the need to include inverses
or have algebraic entries, but the theorem is weaker than the spectral gap theorem in [5]. Building
on Corollary 7 in [47], we can show that the expectation value of any Lipschitz continuous function
on a randomly composed unitaries is approximately equal to that of a Haar random unitary. Hence,
although the learning agent doesn’t know what each unitary is, the learning agent can still sample
approximate Haar-random unitaries. In fact, it will suffice to sample approximately from a unitary
two-design. Up to this point, the learning agent has not learned the description for any of the actions.

We then prove the following: given a procedure that samples approximately from a unitary two-
design and the availability of an unknown POVM with at least one POVM element not proportional
to identity, we can create a procedure that estimates the overlap tr(pips) for any two states p1, po.
This procedure makes use of the two-design property of the random unitary ensemble.

Applying this overlap estimation procedure, the learning agent can determine for which value of
x the state p, is pure, and then reach other pure states by applying unitary circuits to p;. Through
further applications of the overlap estimation procedure, the learning agent can find a special set
of states {|1k)} with a particular geometry. Specifically, the special set of states corresponds to an
orthonormal basis of pure states |e1),...,|eq), superpositions of pairs of these basis states %ﬂel} +
les)), %(]67) +1le;)) with a real or imaginary relative phase, and also superpositions of three basis

states %ﬂel) +lei) +1ej)), %(|61> +ilea) +ilej)), %ﬂel} +|e;) +1ilej)). The superposition of three
bases is required to transfer information about the relative phases across different pairs of bases. The
only ambiguity in this procedure is that all experiments would yield the same results if each state |iy)
were replaced by U |¢) where U is a fixed unitary transformation, and/or if (i) were replaced by (—i)
in the superpositions of basis states (i.e., if a fixed antiunitary transformation were applied to each
state |1g)).

Given the special set of states {|¢r)} and the procedure for estimating state overlaps, the classical
agent can perform a version of quantum state tomography to learn the physical representation of p,
for all z € X. Similarly, the classical agent can learn the CPTP map &, for all y € Y by performing
quantum state tomography on the states &, (v )(1|) for all special states [1). The classical agent
can also learn the POVM M, for all z € Z from the outcome probability distribution when M., is
performed on the special states {|ix)}. Hence, the classical agent has learned all the actions. O

When we cannot explore the quantum state space completely, it may be impossible to learn the
intrinsic description to arbitrarily small error even with an infinite number of experiments. We
present basic results that relates the learnability between different model classes in Appendix E.
We build on these basic results to prove the unlearnability of various classes of quantum systems in
Appendix F and G. To illustrate the challenge, consider an n-qubit system with an initial state pg, a
set of CPTP maps &,y € Y where £,(I) = I, and a POVM measurement My. It is not hard to see
that no algorithm can distinguish between the following two physical reality.

1. The initial state is slightly depolarized, py = 0.9]0")0"| + 0.1(Z/2™). But the computational
basis measurement is perfect, Mo = {|b)}b|}1ef0,137



2. The initial state is perfect, pg = |0")0"|. But the computational basis measurement is slightly
depolarized, Mo = {0.9]b)b| + 0.1(1/2") }peq0,1)7-

This is an immediate consequence of the fact that unitary commutes with the action of the depolariza-
tion noise. We will present a nontrivial example in Section II B and discuss the practical implications.

C. Predicting extrinsic behaviors of the world model

We can also consider a less restrictive viewpoint. After the classical agent finishes conducting
experiments to learn about the world model, we ask the classical agents to predict the outcome
probability distribution for experiments composed of L CPTP maps; each such experiment is specified
by x,y1,...,yr,2. We give a formal definition in Appendix [. The classical agent does not have to
find a physical description of the true world model We and is free to use any approach to make
accurate prediction. The classical agent could always learn the extrinsic behavior by simply running
all the |X||V|*|Z| experiments. But that procedure is very inefficient. In fact, in the worst case, no
algorithm can do better than this highly inefficient procedure up to a logarithmic factor.

Theorem 3 (Worst case complexity for predicting extrinsic behaviors). To predict the probability
of each experimental outcome to e-error for any experiment with L maps, the classical agent has to
perform at least Q(|X||V||Z]/€2) experiments in the worst case, and the classical agent can always
achieve the task by running O(|X||V|"|Z|/€?) experiments'.

To derive the lower bound, we construct world models that behave like a special kind of maze. The
classical agent has to navigate through the maze by performing a specific sequence of actions. Whenever
the classical agent makes the wrong action, he/she fails. We then combine with a proof technique used
in [9, 30] to establish the stated lower bound. The detailed proof is given in Appendix I.1. One way to
avoid the worst case complexity is to assume that we have found a set of composed states and POVM
elements, such that both sets span all possible states one can generate by performing actions in the
world model. The following theorem shows that in such cases an exponential speed-up in L over the
worst case can be achieved. The full algorithm and proof is given in Appendix J.

Theorem 4 (Predicting extrinsic behavior). Suppose we have found a set of unknown linearly inde-
pendent states and a set of unknown POVM elements composed from py,Ey, M., such that both sets
span all the states one can prepare. Then, we can predict the probability of each experimental outcome
to e-error for any experiment with L maps after running O((|X| + L2|Y| + | Z|)/€?) experiments.

As we have seen in previous sections, there are examples where we cannot learn the true physical
reality, but existing gate set tomography protocols [4, 7, 20, 39| can still learn something in those
examples. The resolution here is that existing gate set tomography protocols should be understood
as methods for learning the extrinsic behaviors of the world model. Based on this resolution, the
algorithm used in the proof of Theorem 4 can be seen as a rigorous learning algorithm with provable
prediction guarantee for gate set tomography. A detailed discussion of gate set tomography viewed
from our mathematical theory is given in Appendix K.

II. Case studies

After providing the foundation for describing and understanding what we could learn from quantum
experiments, we present three case studies and discuss their practical implications.

! @() neglects the logarithmic factors.



A. Learning under gate-independent noise on Clifford gates

A common assumption used in the randomized benchmarking literature |26, 33-35, 41] is that the
noise process on Clifford gates are independent of the specific gate. This assumption considers all
elements in the Clifford group and is crucial to ensure randomized benchmarking could extract an
accurate value for the average gate fidelity [40]. More precisely, when the classical agent performs a
Clifford gate C, the CPTP map implemented is

Ec(p) = N(CpCT), (4)

where N is a CPTP map close to the identity that does not depend on the gate C'. We leave open the
possibility of only requiring a gate-independent noise on a few Clifford gates. In the benchmarking
literature, it is also common to assume that there is a noisy zero state py that is close to the all zero
state [0"), and there is a noisy computational basis measurement Mo = {Mp}ye0,13», Where M is close
to the state |b)(b|. We will refer to these assumptions as bounded gate-independent noise on Clifford
gates, and bounded noise on initial zero state and computational basis measurement. Typically, these
assumptions are expected to hold only for a subsystem consisting of a constant number of qubits in a
many-qubit quantum computer.

Under these assumptions, we give a simple and practical algorithm for learning every physical
operation up to an unknown parameter f = (0"|pg [0™). The parameter f corresponds to the fidelity
of the noisy zero state pg, which is assumed to be close to one. Using techniques presented in the
appendices, it is straightforward to show that f is unlearnable. To see this, assume Clifford gate noise
N is identity, and use the result in Appendix G showing that one cannot distinguish between whether
the state or the measurement is subject to a depolarizing channel. When Clifford gate noise A is not
assumed to be identity, the learning does not become easier, hence f is still unlearnable.

When the Clifford gate noise N satisfies N'(I) = I, N will not depend on the unlearnable parameter
f and can be learned up to arbitrarily small error. Under this further assumption, several existing
algorithms robust to state preparation and measurement error have been proposed to learn N using
information obtained from randomized benchmarking [26, 33, 41]. The best existing algorithm [26]
learns N using O(d®) experiments, where d = 2". Here, we show that the proposed algorithm only
requires O(d*log d) experiments. The number of experiments scale linearly in the number of param-
eters d* up to a logarithmic factor. The rigorous guarantees are presented in the following theorem
and the proof is given in Appendix H.

Theorem 5 (Learning under gate-independent noise on Clifford gates). Assume bounded gate-
independent noise on Clifford gates, and bounded noise on initial zero state and computational basis
measurement. All states p,, processes £, and POVM measurements M in the quantum system can
be learned up to a single unlearnable parameter f = (0"| po [0™).

Furthermore, the Choi matriz for the Clifford gate noise N' can be learned up to € error in Hilbert-
Schmidt norm using O(d*logd/€*) experiments assuming N'(I) = I.

Proof idea. We conduct two sets of randomized experiments to learn about the noisy initial state pg,
the Clifford gate noise NV, and the noisy measurement M. The first set of experiments prepares po,
evolves by E¢ for a random Clifford C, and measures Mg. The second set of experiments prepares
po, evolves by Ec, for a random Clifford C', evolves by &g, for a second random Clifford Cs, and
measures M. The postprocessing is essentially the same as classical shadow formalism [29], which is
based on least-square estimator for the quantum objects [22]. Despite the noise in state, maps, and
measurements, the unitary 2-design property of random Clifford gates allows us to essentially neglect
the noise processes and proceed with the same learning algorithm. We show that from the first set
of experiments, we can learn the state pyp and the POVM NT(M), which corresponds applying N
followed by the POVM Mg, up to the unlearnable parameter f. Then, the second set of experiments
allows us to learn A, which can then be used to error correct the POVM NT(MO) to learn M.
With data obtained from the first and the second sets of randomized experiments, we can learn all
physical operations. To learn state p,, we repeat the randomized experiment: prepare p,, evolve by



Ec for a random Clifford C, and measures M. To learn CPTP map &,, we repeat the randomized
experiment: prepare pg, evolve by ¢, for a random Clifford C1, evolve by &,, evolve by &g, for
a second random Clifford C5, and measures M,. To learn POVM M., we repeat the randomized
experiment: prepare pg, evolve by Ec for a random Clifford C, and measures M.

Unitary design property of random Clifford gates and standard concentration inequality can be
used to characterize the number of required experiments. As an example, we show that the pro-
posed algorithm learns the Clifford gate noise N to € error from a total of O(d*logd/e?) randomized
experiments assuming N (I) = I. O

B. Bit-flip or phase-flip error?

In this case study, we consider the task of learning the noise on Clifford and T gates when the
noise channel depends on the gate. Using randomized compiling for tailoring noise process [48], we
can consider the CPTP map for a Clifford or T gate G to be given by

£c(p) = Pa(GpGh), (5)

where Pg is a Pauli channel that depends on the gate G and is close to the identity. However, in the
following theorem, we show that it is impossible to learn the true gate-dependent Pauli noise even in
a single-qubit system.

Theorem 6 (Gate-dependent Pauli noise is unlearnable with Clifford+T gates). Consider a qubit
system. Suppose one can prepare |0) perfectly and any state p subject to a small noise, measure in the
computational basis perfectly, and apply Clifford gates and T gate, where each gate is followed by an
unknown gate-dependent Pauli noise channel close to identity. It is tmpossible for any algorithm to
learn the gate-dependent Pauli noise channels to arbitrarily small error.

Proof idea. The theorem is established by proving that one is unable to distinguish if a bit-flip (X)
error is more likely to happen than a phase-flip (Z) error after the Hadamard gate, which correspond
to two different physical realities not related by a global unitary or anti-unitary transformation. Note
that the quantum system can only prepare zero state |0) and measure in the computational basis
perfectly, which are tomographically incomplete to learn any quantum channel. Furthermore for a
given gate GG, we need to first learn the Pauli noise on the other gates in order to learn the Pauli
noise Pg on G. We show that this interdependency cannot be resolved by analyzing the graphical
representation for the actions of Clifford and T gates on the Pauli operators. Together, one could
use the reduction techniques in Appendix E to prove the unlearnability. The full proof is given in
Appendix F. O

This result may seem to contradict claims in known protocols, such as gate set tomography [4, 7, 20,
39] and ACES [16]. To resolve the conflict, recall that gate set tomography learns an effective model
that can only be used to predict the extrinsic behaviors. The effective model does not describe the
intrinsic descriptions. Hence, gate set tomography is not learning the true noise process. In ACES [16],
it was assumed that one could prepare any tensor product of single-qubit stabilizer states perfectly.
By making this additional assumption, one could avoid this no-go theorem.

The main implication of this result applies to the setting where we would like to improve the
quantum system by first identifying the noise process. For example, one may want to understand if
the Hadamard gate is experiencing a higher rate of bit-flip error or phase-flip error, which could be
a useful information for improving the device. Theorem 6 shows that sometimes it is impossible to
identify the noise process by any benchmarking protocol.

C. Noisy quantum advantage in learning from experiments

Recently an experiment has been conducted on the Sycamore quantum processor that demonstrate
a significant advantage in using quantum devices — a combination of quantum memory and quantum



computers — to learn about physical states and dynamics [28]|. The experimental demonstration is based
on a series of mathematical results |1, 9, 10, 30]. However, existing proofs focused on an idealized
setting, where the quantum device used for learning is perfectly known and controllable. The only
unknown is the physical state we are interested in learning about. In practice, this is not the case. In
addition to the target physical state being unknown, the initial states, gates, and measurements in the
quantum device used for learning are noisy and also not known perfectly. Nevertheless, experimental
demonstrations on up to 40 qubits show that a significant quantum advantage still holds in a currently
available noisy quantum processor [28].

In this section, we establish provable advantage for the experiments conducted in [28], where the
quantum device used for learning is noisy and the noise process is not known. We focus on the task of
predicting many incompatible properties in physical systems studied in [9, 28, 30|, which corresponds
to the first experiment in [28]. In this task, the learning agent is given an unknown physical system
described by a state p. In conventional experiments, the agent performs measurements on p to gather
classical data. Based on the data, the agent can adaptively change the measurements to obtain more
data. After multiple rounds of measurements, the agent learns a model of p. With the help of quantum
devices, the agent can consider a more powerful form of experiments, which was refer to as quantum-
enhanced experiments [28]. In quantum-enhanced experiments, the agent can load each copy of the
state p into a quantum computer. After storing multiple copies of p in the quantum memory, the agent
can perform quantum data analysis on multiple copies of p to learn a model of p. In both conventional
and quantum-enhanced experiments, the agent use the learned model to predict properties of p.

Here, we compare conventional experiments with perfect measurements to quantum-enhanced ex-
periments based on a noisy quantum device. The noisy quantum device can prepare a noisy and
unknown initial product state, load a copy of the unknown physical system p into part of the qubits,
apply noisy and unknown single- and two-qubit gates, as well as perform a noisy and unknown product
measurement. We can apply multiple layers of gates to perform quantum processing. Each layer of
gates contains multiple non-overlapping gates applied in parallel. The CPTP map implemented by
each gate depends arbitrarily on all other gates implemented in the same layer. We do not assume
that each gate is affected by only a constant number other gates. And the CPTP maps are not guar-
anteed to be close to the ideal unitary channel up to a constant error. Due to the lack of sufficient
assumptions, it is impossible to learn the intrinsic descriptions of the device to arbitrary accuracy.
Furthermore, an exponential number of experiments is required to learn the extrinsic behaviors to
high accuracy because the noise processes are highly non-local. Because the noise cannot be learned
efficiently, it is unclear how one can perform standard error mitigation techniques [14, 31, 46].

Even if the device cannot be learned to arbitrarily small error, we show that one can learn the
intrinsic descriptions of the device up to a certain threshold. Recall that one of the central ideas in the
proof of Theorem 2 for learning intrinsic descriptions is to find states that satisfy a particular geometry.
The geometry fixes the intrinsic descriptions of the states, and hence we can learn the states. If we
find states that approximately satisfy some of the geometry, then the intrinsic descriptions we learn
will only be partially correct. Building on this idea, we give a procedure that finds operations such
that the experimental outcomes satisfy a distinctive geometry. If the geometry is satisfied up to an
error 7, we can guarantee that the errors in each of the two-qubit operations is upper bounded by
e = O(n). Details of the procedure and proof is given in Appendix L.2.

Despite having an unknown error of € per two-qubit operations, Theorem 7 shows that a large
polynomial advantage can be achieved with noisy quantum-enhanced experiments. The unknown state
p does not need to have any quantum entanglement in the system to yield the quantum advantage.

Theorem 7 (Quantum advantage with noisy devices). There is a distribution over unentangled phys-
ical state p and properties we would like to predict, such that if we need Nq samples of p in noisy
quantum-enhanced experiments to predict the property, the required number of samples in noiseless
conventional experiments must be Nc = Q(N§), where a = —log(2)/(2log(1 — 4¢)) = O(1/e) and € is
the error on each of the two-qubit operations.

If each of the two-qubit operations has an error € of at most 0.5%, then we can obtain a separation of
Ng = Q(Ng'm). The detailed proof of Theorem 7 is given in Appendix L.



III. Conclusion

This work provides a rigorous theory for reasoning about what we can learn from noisy quantum
experiments. We established fundamental results to understand our ability to learn intrinsic physical
descriptions and predict extrinsic behaviors.

The rigorous theory opens up several future directions. First of all, the essential mechanisms that
determine the learnability and unlearnability of a class of world models are yet to be discovered. We
have presented a set of deduction rules in Appendix E relating the learnability between different world
model classes. Could we pinpoint a set of model classes where the learnability of all classes of world
models could be derived using the set of deduction rules? Another interesting direction is to capture
the central properties that enable humans to learn about the physical processes in cold atom systems,
solid-state systems, and chemical systems, despite the unlearnability results. Could we incorporate
these properties into a machine learning algorithm to enhance their learning ability?

On the practical side, how should we confront these unlearnability results? One way is to engineer
the quantum system such that the noise in the system can be more easily learned. To proceed in this
route, we need to have a better understanding on what model classes are easier to learn. Designing
quantum systems with easier-to-learn operations can be related to a principle in software design, where
one is advised to design programs that are easier to trouble-shoot. Answering these questions would
not only help the development of quantum technology, but also shed light on what we could ultimately
learn about the physical world.
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A. Finite-dimensional quantum world models

We consider a general framework involving classical agents interacting with a finite-dimensional
quantum world. This is a mathematical framework for reasoning about what quantum physicists
could learn from a finite-dimensional quantum system that they can interact with by various means.

Definition A.1 (d-dimensional quantum world). Given sets X', ), Z denoting the action space and
a finite set I denoting the possible measurement outcomes. A d-dimensional quantum world W is a
tuple with three sets

W= ({pm}mer {gy}yEy’ {MZ}ZEZ) ) (Al)

where p, is a d-dimensional density matrix, &, is a d-dimensional CPTP map, M, = {M_}pep is a
POVM with finitely many elements indexed by b € B.

Consider d = 2, which is equivalent to a qubit system. We give an example to illustrate the above
definition. Let X = {(0,¢) | 0 € [0, 7], ¢ € [0,27]} be an uncountably large set. And we define

pos I + sin(6) cos(¢p) X + 81211((9) sin(¢)Y + COS(Q)Z' (A2)

In this world, we can prepare any pure state on the single-qubit bloch sphere. Let Y = {h,t} be
a finite set consisting of two elements. We consider &,(p) = HpH  to be the Hadamard gate and
Ei(p) = TpT" to be the T gate. Finally, we consider Z = {0} to be a singleton and B = {0, 1} to be a
two-outcome space, where My = {|0)0|, |1)(1|} is the computational basis measurement. W defines a
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single-qubit world where one can perform universal single-qubit quantum computation. Alternatively,
one could also consider X to be a set of 7 € R? with ||7i||, < 1. Or we could consider ) to be a set of
sequences where each sequence is a pulse sequence the experimentalist could use to control the qubit
system. Intuitively, X', ), Z contain descriptions of the actions an experimentalist could perform on
the finite-dimensional quantum system, and B contains descriptions of the measurement outcomes.

Remark 1. In the above definition, we can have z1,x9 € &, such that z; # z2 but p;; = pg,. This
construction encodes the intuition that there could be two different actions an experimentalist could
perform that will result in the same initial state. For example, we can generate the state |1) from |0)
by applying 7 rotation along the X axis or the Y axis.

The experimentalists could interact with the d-dimensional quantum world by performing exper-
iments. The experimentalist selects a state p, to be prepared, composes various different evolutions

Eyy- .., &y, , then reads out the final state through a chosen measurement apparatus M.

Definition A.2 (Experiment). Given a d-dimensional quantum world W. An experiment is a list of
finite elements given as

E=@xeX,ye€),. ...,y eV, z€2). (A3)
Each experiment results in an outcome b € B with probability tr (M, (Ey, 0 ... 0 &) (pz)) -

As the experimentalists improve their physical control (lasers, cavity, etc.), more initial states
pz can be created, more evolutions &, can be performed, and more types of qubit readout M, can
be achieved. We could imagine an ideal case, where we are able to generate all states, perform all
operations, and conduct all measurements. We consider such a world model to be complete. A formal
definition is given below.

Definition A.3 (Completeness). A d-dimensional W = ({pg tzex, {Etyey, {M:}:c2) is complete if
e for all states p, dx € X, p = p,
o for all CPTP maps £, Jy € Y, &, =€,
e for all POVM M with outcomes indexed by b € B, 4z € Z, M, = M.

We say the world model W has been extended to a richer world model W’ if W’ contains more
actions corresponding to more initial states, quantum evolutions, and POVM measurements. The
formal definition is given below.

Definition A.4 (Extension). A d-dimensional world model W' = ({p} }oex’, {€} }yeyr, {M]}zez) is
an extension of a d-dimensional world model W = ({pz }zex, {€y }yey, {M:}:c2), denoted as W >W,
if the following conditions hold

e X C X and Vx € X, p, = p, (State extension),
e YC YV andVy € ), &, = 5{1 (CPTP map extension),
e ZC Z and Vz € Z, M, = M/, (POVM extension).

We are now ready to define equivalence between two world models. Before giving the formal
definition, let us consider two 2-dimensional worlds W4, Wp with the same spaces X = {0}, =
{h,t},Z = {0}, B = {0,1}. Furthermore, we consider the particular actions in the two world models
Wa, Wp to be given by

o =1/2, Eit(p) = HpH', Ef'(p) = TpT", Mg = {[0)0], [1X1]}, (A4)
oy =1/2, & (p) =1/2, E0(p) = 1/2, MG = {[0)0], [1)1]}- (A5)



13

It is not hard to show that we cannot distinguish between world A and B by performing experiments
using the limited set of actions — in both cases the measurement outcomes are sampled from the
uniform distribution. However, we can clearly see that the two world models are intrinsically different.
In particular, in world A, the set of maps is a universal gate set that generates a dense subset of SU(2).
But, in world B, all the maps are completely depolarizing channels. Even though world A and B can
not be distinguish using the limited set of actions X = {0}, = {h,t}, Z = {0}, the two worlds are
fundamentally different. By adding new actions, such as the ability to prepare some non-trivial states,
we can distinguish between the two world models by performing experiments.

To discuss these concepts in a rigorous manner, we formally define the following relations between
two world models Wy, Ws. We consider two world models to be equal W; = W, if all of the states,
maps, and POVMs are equal. And we say the two world models are different W # W, if one of
the states, maps, or POVMs is different. In the above example, the two world models W4, Wg are
different because the CPTP maps are different & # £F and 2 # £P.

Definition A.5 (Equality). Consider two d-dimensional world models W4, Wp with the same spaces
X, YV, Z,B. Wy is equal to Wg, denoted as W, = Wpg, if all states are the same pf =pB vz e X, all
CPTP maps are the same 5&4 = EyB,Vy € Y, and all POVMs are the same M;l‘7 = Mfé,Vz e Z,beB.

Then, we consider two world models to be weakly indistinguishable if they can not be distinguished
using the set of actions in the world model. In the example given in Equation (A4) and (A5), Wa, Wg
are weakly indistinguishable because the measurement outcomes are always uniformly distributed.

Definition A.6 (Weakly indistinguishable). Consider two d-dimensional world models W4, Wp with
the same spaces X', ), Z, B. W4 and Wp are weakly indistinguishable if for any experiment F = (z €
X,yp€Y,...,yr € Y,z € Z) and outcome b € B, we have

tr (M, (€ 0.0 &) (o)) =tr (ME (€L o...0 ) (b)), (A6)
i.e., the probabilities for obtaining the outcome b in experiment E are the same.

And we say two world models are strongly indistinguishable or equivalent to one another if they can
not be distinguished by adding any set of actions. World models W4, Wg are not equivalent because
adding a non-completely-mixed state enables us to distinguish between W4 and Wg.

Definition A.7 (Strongly indistinguishable / Equivalence). Consider two d-dimensional world models
Wa, Wpg with the same spaces X,Y, Z,B. W4 and Wpg are equivalent or strongly indistinguishable,
denoted as W4 = W, if for all extensions of Wy,

Wi = (1 Ve A& Yyey AME Yoz ) & W, (A7)
there exists an extension of YWpg with the same action space X’,)’, Z’,
Wi = (108 Yeer 168 by AME Yoez ) & W, (A8)

such that W/, and W} are weakly indistinguishable.

The above definition of equivalence has a natural characterization given by Theorem A.8. Before
stating the theorem, let us recall the definition of unitary and anti-unitary transformation U. Given
a d x d complex matrix C' with a chosen basis. We define C to be the matrix where we take complex
conjugation for all entries in C. A unitary transformation U is a d x d unitary matrix with U~ =
Ut that transforms C to UCU~' = UCU'. An anti-unitary transformation A is a product of a
d x d unitary matrix U and the complex conjugation operator K that transforms C to ACA™! =
UCU'. Theorem A.8 shows that equivalent world models are related by a unitary or anti-unitary
transformation.
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Theorem A.8 (A characterization of equivalence). Consider two d-dimensional world models with
the same spaces X, Y, Z, B,

Wa = ({p:?}fEEX7 {gj}yeyv {M?}ZEZ) s (A9>
Ws = ({p }zex: {gf}ye% {MPB}ez). (A10)
Wa = Wpg if and only if there exists a unitary or anti-unitary transformation U, such that
pP =Upltut, Ve e X, (A11)
B(y _ yreAgr—1 -1
&/ ()=U0 U (U)U, Yy €, (A12)
ME =UMAU, Vze Z,beB. (A13)

We defer the proof to Appendix B. As an example, the following two world models with the action
spaces X = {0},) = {h, s} for Hadamard and Phase gates, Z = {0}, and outcome space B = {0, 1}
are equivalent (related by an anti-unitary transformation X K):

po = |0)0], El(p) = HpH', EX(p) = SpsT, M@ = {]0X0], |1)1]}, (Al14)
po = 1)1, EP(p) = HpHT, EE(p) = SpsT, ME = {|1)1],|0)0]}. (A15)

The possibility to describe the same physical world by two distinct descriptions arises from the intrinsic
degeneracy in quantum mechanics: the freedom to choose an arbitrary basis in the Hilbert space (the
unitary relation) or reverse the direction of time (the anti-unitary relation).

B. A characterization of equivalence: Proof

We will focus on showing that W4 = Wpg implies the existence of a unitary or anti-unitary trans-
formation. The other direction can be shown easily by noting that for all world model extensions of
Wy, we can extend Wp using the same unitary or anti-unitary transformation U.

First, we extend world model W, to world model W, that comes with an expanded state prepa-
ration actions X’ = X U QP"® and an expanded measurement actions 2/ = Z U Qpure-POVM 1y
particular, p?/,V§ € QPYe consists of all the d-dimensional pure states, and M?/,VC e Qpure—POVM
consists of all the POVMs such that a particular POVM element associated to b* € B is a pure
state. The definition of equivalence shows that there exists an extension W with the same action
space as W/, such that W/, and W}, are weakly indistinguishable, i.e., all experiments yield the same
distribution. The above condition yields the following,

tr(ME.pf) = tr(MG-pf"), e € QPe, ¢ € qpure-POVM, (B1)

This concludes the basic construction of the extended world models.
Recall that M, 5%; V¢ e Qpure—POVM (o ngists of all pure states. Hence, for each & € QP™e, there exists

¢(¢) € QPure=POVM gych that Mé‘,‘); = p?l are the same pure state. We extend p?/ to an orthonormal

set of basis consisting of d pure states {p?l/, . ,p?d/}, where &1 = £&. We have the following from the
above construction and Eq. (B1),

A’ A’ B’ B’ .-
tr <Mc(£j)b*p€i ) — 5= tr (Mc(gj)b*p& ) ije{1,....d, (B2)
where ;; = 1 if ¢ = j and 0 otherwise. We are now going to utilize the structure of the quantum
states and POVM elements, in particular, a quantum state is a positive-semidefinite matrix with trace
one, and a POVM element is a positive-semidefinite matrix with eigenvalues less than equal to one.
In particular, we use the following basic lemma that can be established by induction.

Lemma B.1. Consider £ > 1. Given quantum states {p;}i=1..¢ and POVM elements {F;};=1, 0.
If tr(Fjpi) = 0i5,Yi,5 € {1,...,¢}, then the collection of eigenvectors of p; with non-zero eigenvalues
over all i from 1 to £ span a subspace with dimension at least £.
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Proof. Consider the eigenvectors of p; with non-zero eigenvalues to be {’Ua}ae A, and the associated
eigenvalues be {pa}aesz then >, 4. pi (Vi) Fvl = 1. Since 0 < (v8)TFvl <1 (from the definition of

POVM element), p; > 0 (we only consider non-zero eigenvalues), > ,c 4. p’, = 1 (from the definition
of quantum state), and ) 4. Pa(v O Fl = 1, we have

(’Ué)TFZ'U; =1,Va € A;. (BB)

Similarly, for all j # i, Y c 4. Pa(v ©)T Fyul = 0 implies that (vi)TFj0f = 0,Va € A;. Equivalently,

Vvl =0,Ya € A, (B4)

when ¢ # j. With the basic results given above, we are ready to prove the statement through induction.
The base case £ = 1 is trivially true. Suppose the statement holds for £ — 1. We assume that all the
eigenvectors of py with non-zero eigenvalues lie in the span of the eigenvectors with non-zero eigenvalues
for p; with @ < £. Under this assumption, for all a € Ay, there exists a set of coefficients {¢; o/} such
that vl =>",_, DA, ¢iwv’,. This implies that

f

1= ()TEpt = Z Z civa/\/}?gvfl, Z Z cz-@/\/Evz/ =0. (B5)

i<l a’'€A; i<l a'€A;

The first equality follows from Eq. (B3). The last equality follows from Eq. (B4). The contradiction
shows that one of the eigenvectors of py with non-zero eigenvalues is not in the span of the eigenvectors
with non-zero eigenvalues for p; with ¢ < £. Therefore the statement holds for ¢. O

If there exists k € {1,...,d}, such that the rank of M C(S )b+ 1S greater than one, then the d —1

states {pg}#k must have their eigenvectors with non-zero eigenvalues span a (d — 2)-dimensional

subspace to ensure that tr (M cﬁ(’ék)b* pé’) = 0. However, from Lemma B.1, the eigenvectors of the

d — 1 states {pf/}l?gk with non-zero eigenvalues must span at least a (d — 1)-dimensional state space.

The contradiction implies that MB(£ )b*,Vj € {1,...,d} must all be rank-one matrices. The condition
tr (MQB(E )b*pél) = 1 then implies that pgll must be a pure state and MC(E Yor = pg. We have now

shown the following statement:
V¢ € Qpure, pr/ is a pure state and the POVM element Mﬁé)b* = pEB/. (B6)
An implication of this result is that V&, & € QPY®, we have
A/ A/ A/ A/ B/ B/ / B/
tr (pfl p£2> = tr <MC(§1)b*p£2) = tr (Mc(fl)b*p£2 > = tr (pgl p£2 > y (B?)
where the second equation follows from Eq. (B1).

We can now construct a transformation 7" over pure state space by considering T(p?/) = pfl, V¢ €
QPwre T is a transformation that takes pure states to pure states that satisfies

o (pélpg/> =t (T(PSI)T(P?QIO V€1, 82 € qure’ (Bg)

as a result of Eq. (B7). Such a transformation T is also known as a symmetry transformation. By
Wigner’s theorem, T" must take the following form:

T(p)=UpU™, (BY)

where U is a unitary or an anti-unitary transformation. For a proof of Wigner’s theorem, see Ap-
pendix A of Chapter 2 in The Quantum Theory of Fields, Vol. 1, by Weinberg. The above represen-
tation of the symmetry transformation T yields

pf =Up'U, ve € Qre, (B10)
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Using Eq. (B6), we also have the following relation for a subset of POVM elements,
! o Al -1 ure

Intuitively, we will now use the pure states pg¢, V§ € QP"¢ to perform quantum POVM tomography.
Then use the rank-one POVM elements Mgy, V§ € QP" to perform quantum state tomography.
Finally, we use both p¢ and M)+ to perform quantum process tomography. Together, we have
established the statement of Theorem A.8.

a. POVMs: Vz € Z,b € B, we have tr(MZ pf') = tr(ME pB') = te(ME Up2'U), V¢ € Qe
The first equality follows from the weak indistinguishability between W/, and Wy The second equality
follows from Eq. (B10). We consider a measure ¢ over & such that p?/ forms the Haar measure
over the pure state space. The Haar integration formulas [duly)y| = I/d and [ dulyp)y|®? =
(I + SWAP)/(d(d + 1)) give us

A’ B’
M) - e o) = [aneuntarfupg v =020

tr MZAI I + M;‘l ’ ’ ’ ’ ro__ ’
S e oo = [ e (U U (B13)

_w(ME)I+ U MEU (B14)
d(d+1) ’

Therefore, Vz € Z,b € B, MZE{) MZE{) UM;})/U_ = UM ;U1 as stated in Theorem A.8.

b. States: Vx € X, we have tr(M{%/&)b*pg‘/) = tr(MPB (s)b*px ) = tr(UM‘%g)b*U_lpf,),Vﬁ € Qpure,
The first equality follows from the weak indistinguishability between W and W} The second equality
follows from Eq. (B11). We consider a measure ji¢ over § such that M C(&)b* forms the Haar measure
over the pure state space. The Haar integration formulas give us

dI(c—il_—fml) = /dﬂé tr(Mg( )b+ Pz )Mg( €)b* (B15)
/ dpe tr(UM{{g),- U™ p2 )My, W. (B16)
Therefore, Vo € X, pB = pB' = UpA' U1 = UpAU~! as stated in Theorem A.8.
c. CPTP maps: Yy € )Y, we have V&1, & € QPYe,

(M & (p2) = tr(MEep-EF (08)) = tr(UMEy), U EY Up UTY).  (B17)

From the same analysis for states, we have
X () =UteB (WUpduhU. (B18)

Because pg can be any pure state, we have
UEHU (U =vg U U)U =&l () =€8() (B19)

as stated in Theorem A.S.

C. Foundations for learning intrinsic descriptions

The goal of learning is to conduct experiments to gain knowledge about the actual world model
among a collection of potential world models. Learning theory provides a formal language to study
such an information gathering process. For learning about a quantum-mechanical world, we would
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like to know what quantum-mechanical operations each action x € X,y € )V, 2z € Z corresponds to
assuming the true world model belongs to a specified set of world models.

One should think of the learning process as follows. A classical agent is given the premise that the
true world model belongs to some set of world models. Then, the classical agent conducts experiments
to learn what the true model is. The set of possible models is called the concept class (often when
each model is a classical Boolean function), hypothesis class (often when each model is a function from
space X to space Y), or model class in machine learning. We will use the less loaded word, model
class, to refer to a set of potential world models. In many branches of mathematics, including learning
theory [37], a class is a set of mathematical objects. We will follow the same convention here.

Definition C.1 (Model class for d-dimensional quantum world). Given sets X,), Z denoting the
action spaces and set B denoting the outcome space. A d-dimensional model class Q over X, Y, Z, B
is a set {W} of d-dimensional quantum world models with the same spaces X', Y, Z, B.

Recall that some world models are equivalent to one another (describe the same physical reality)
while not being equal (the mathematical description looks nominally different), i.e., Wi # W5 but
Wi = Wsy. This is intrinsic to the description of quantum mechanics as we have shown in Theorem A .8.
When a model class contains two world models that are nominally different but physically the same,
we say the model class is redundant. A formal definition is given below.

Definition C.2 (Redundant model class). Given sets X,), Z,B and a model class Q@ = {W} over
X, Y, Z,B. Qisredundant if AW, £ Ws € Q, W; = Wh.

Another basic concept about model classes is that two model classes could be equivalent to one
another as a result of the equivalence of world models. For example, if we have three equivalent world
models W = W; = Wh, then the model class Q = {W} contains the same set of equivalent world
models as Q = {Wi,Ws}. Hence, we say the two model classes are equivalent. We give the formal
definition of equivalent model classes below.

Definition C.3 (Equivalent model classes). Given sets X', Y, Z, B. Model classes Q, Q over X, ), Z, B
are equivalent if and only if VYW € QW € QW =W, and VW € Q,IW € QW =W.

A redundant model class is not preferred as the same physical reality is described by two different
representations. However, the following basic proposition shows that a redundant model class is
equivalent to a non-redundant model class. For example, if @ = {W;, Wh, Wi}, where W) = W and
Wi # Ws, then we have Q is equivalent to Q" = {W, Ws}.

Proposition C.4. Given sets X, Y, Z,B and a model class Q = {W} over X,Y,Z,B. There ezists
a non-redundant model class Q over X,Y, Z,B, such that Q is equivalent to Q.

Proof. We partition all world models in Q into equivalence classes, where all models in the same
equivalence class are equivalent to one another, and those that are in different equivalence classes are
not equivalent. We choose one representative from each equivalence class of world models in Q. We
define Q to be the set of the representatives. Q is equivalent to @ and Q is non-redundant. O

After defining and illustrating some basic properties of model classes, we consider the learnability
of a model class. We say a model class is learnable if for any world model W in the model class,
the classical agent can identify the physical operations to an arbitrarily small error up to a global
unitary or anti-unitary transformation using a finite number of experiments. The unitary or anti-
unitary transformation U is necessary as Theorem A.8 states that two world models related by U are
equivalent and describe the same physical reality. The transformation U corresponds to a change of
basis in the quantum Hilbert space and potentially followed by a complex conjugation operation.

Definition C.5 (Learnability of a model class). Given sets X', Y, Z, B and a model class Q = {W}
for d-dimensional world models over X', Y, Z, B. The model class Q is learnable if Ve, d > 0,VW € Q,
there exists a unitary or anti-unitary transformation U,
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e Vx € X, with probability > 1 — §, a classical agent can conduct finitely many experiments as
defined in Def. A.2 to output p, satisfying Hpm —Up Ut Hl <e,

e Yy € ), with probability > 1 — §, a classical agent can conduct finitely many experiments as

defined in Def. A.2 to output &, satisfying ||&, — UE, (U1 U <e
<

e Vz € Z be B, with probability > 1—9, a classical agent can conduct finitely many experiments

as defined in Def. A.2 to output M, satisfying ‘Mzb — UMszfl‘ . <e.

In many scenarios, it is too much to ask for the ability to learn everything about a world model,
i.e., all initial states, CPTP maps, and measurements. For example, we might only want to predict
a property of one of the possible initial state, such as its purity. Predicting properties can often be
significantly more efficient than learning the full description [29]. Furthermore, even if a model class
Q is unlearnable according to the above definition, we may still be able to predict some properties.

Definition C.6 (Predictability of a property). Given sets X', ), Z, B, a model class Q = {W} for d-
dimensional world models over X', ), Z, B, and a function f that maps a world model W to a property
represented by a value in R. The property f is predictable in the model class Q if Ve, § > 0,YW € Q,
with probability > 1—9, a classical agent can conduct finitely many experiments as defined in Def. A.2
to output 6 € R satisfying |f(W) — o] <e.

D. A general theorem for learning intrinsic physical descriptions

The goal of this appendix is to prove the following theorem. Here, we consider a model class Q
such that for any candidate world model W in Q, there exists an action to prepare a pure state, a set
of actions for implementing a universal set of unitaries, and an action for implementing a nontrivial
POVM. A trivial POVM produces a measurement outcome independent of the input state. The
actions that satisfy the above conditions could be different for different candidate world model W.
The classical agent has no knowledge of what these actions are and what the corresponding physical
operations are. Furthermore the model class Q could contain uncountably many candidate world
models. The theorem states that even without knowing what any action is, the classical agent can
learn the intrinsic descriptions of all actions when the actions enable the exploration of the entire
quantum state space.

Theorem D.1 (Restatement of Theorem 2). Given finite sets X,Y, Z,B. Consider a d-dimensional
model class Q over action spaces X,Y,Z and outcome space B. Suppose that for all W =

({pz}zexs 1€y tyey, {Mu}aez) € Q,

e Jx € X, p, is pure.
e Jyi,....,yr €V, &y, ... &y, constitute a universal set of unitary transformations.
e dz € Z, M, has at least one element not proportional to identity.

Then, Q is learnable.

To prove Theorem D.1, we give a learning algorithm such that for all world model W in Q, the
algorithm learns a world model W that satisfies W = W approximately, i.e., all physical descriptions
of the actions in X, Y, Z are related by a global unitary or anti-unitary transformation (see Theo-
rem A.8). The approximation error can be made arbitrarily close to zero as the algorithm conducts
more experiments. From Definition C.5 on learnability of model class, we have Q is learnable.

In the following, we present an important lemma used in the proof. Then, we separate each step
of the learning algorithm to learn the actions in the world model into subsections. The proof will
consider the dimension d to be a constant.
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D.1. A lemma on generating Haar-random unitaries

The proof of Theorem D.1 relies on the following lemma about the generation of approximate Haar
measure using a universal set of unitaries. Here, we say Uy, ..., Uy forms a universal set of unitaries if
the set U = {Uq,..., Uy, Ufl, ceey U,;l} generates a dense subgroup of the special unitary group. We
follow the standard terminology, where the subgroup generated by the set U is the group consisting of
elements that can be written as a product of elements in U.

Definition D.2 (Real-valued Lipschitz function). A real-valued Lipschitz function ¢ over the special
unitary group satisfies |¢p(U) — ¢(V')| < ||{U — V|| for all unitaries U, V.

Lemma D.3 (Random unitaries approximately form Haar measure). Given k unitaries Uy, ..., Uy
that forms a universal set of unitaries. For any € > 0 and any real-valued Lipschitz function ¢ over
the special unitary group, there exists L > 0, such that V¢ > L,

1 k k
DI SN S /duHaar )] < (1)
; ii—=1

where Uiy s the Haar measure (uniform distribution) over the special unitary group.

We prove Lemma D.3 using a theorem given in [47], which is a corollary of a spectral gap theo-
rem regarding semi-simple compact connected Lie group. Before stating the theorem, we give a few
definitions. Consider a semi-simple compact connected Lie group G endowed with the bi-invariant
Riemannian metric. The bi-invariant Riemannian metric gives a distance d(g, h),Vg, h € G. We define

Lip(G) to be the set of functions {¢} : G — R such that V¢ € Lip(G), supypeq w < 0. For

¢ € Lip(G), we consider [|@||r;, = supypea %. We also define ppjaar to be the Haar measure

over G. The root second moment of a function ¢ : G — R is given by ||¢[, = \/f |6(2) |2 dptaar ().
For a probability measure u, consider i to be the probability measure such that

/ f()df(x) = / fa V() (D2)

for all continuous function f. One can think of fi as the probability distribution over the inverse
of the probability measure p. For example, a uniform distribution over Uy, ..., Uy yields a uniform
distribution over U, LU e 1. Consider the convolution between two probability measure p and v
to be a probability measure,

(u*v) Z p(gh™t (D3)
heG

One can interpret p * v as the probability distribution of A¢ when we sample h according to p and /¢
according to v. For example, a convolution of the uniform distribution over Uy, ..., Uy with itself would
be a uniform distribution over U;U;,Vi,j = 1,...,k. Also, for a probability measure u, we consider
the support of u, denoted as supp(i), to be the intersection of every set A such that u(A€) = 0.

Theorem D.4 (Corollary 7 in [47]). Let G be a semi-simple compact connected Lie group endowed
with the bi-invariant Riemannian metric, and p be a probability measure on G. Ifsupp(fi*u) generates
a dense subgroup in G, then Vip4 € Lip(G) with ||1alls =1 and [ a(z)dpmaar(z) = 0, we have

c

<1- , D4
"¢B||2 logA(H"’DAHLip_‘_Q) ( )

where Yp(g) = [Ya(h™tg)du(h), A <2 depends on G, and ¢ > 0 depends only on p.
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We are now ready to prove Lemma D.3. We apply Theorem D.4 by considering G to be the special
unitary group with a representation in the vector space of matrices, and consider the bi-invariant
Riemannian metric to be the Euclidean metric in the matrix space. The distance d(U,V) on G is
the the length of the shortest path from U to V' on the special unitary group. Because we consider a
constant dimensional special unitary group, we have

U =Vlp<dU,V)<ClU-V]g, (D5)

for a constant C' > 1, where || X||p = /tr(X1X). Hence, any real-valued function ¢ satisfying
lp(U) — ¢(V)| < U — V|| for all unitaries U,V is in Lip(G) with the Lipschitz norm [|@]|;;, < 1.
Because ¢ is Lipschitz continuous, [|¢||, < oo.

Proof for Lemma D.3. For the edge case where ¢ is a constant function, the lemma trivially holds. Let
w1 be the uniform distribution over U LU 1 ! The probability distribution fi over the inverse of y is
the uniform distribution over Uy, ..., Ug. fi* p is the uniform distribution over Uz-Uj_l, Vi,j=1,...,k,

and supp(fi * p) is {Uin*l,‘v’i,j =1,...,k}, which generates a dense subgroup of the special unitary
group. Because ¢ is not a constant function, we can let ¥; be

_ (Z)(g) - f¢(U)dﬂHaar(U)
H¢ - f‘f’(U)dﬂHaar(U)Hz

which satisfies ||¢1], = 1, [ ¥1(2)dptaar(z) = 0, and

Y1(9) , Vg € G, (D6)

o1lhsp < 0= [ 60 bt | Wy < [0~ [ o0ttt o7)
2 2
For any ¢ > 1, we define
1k k
2 i1 i1 Wiy - Uiyg) — [ ddpmaar
= k= £ . Vg € G, D8
vilo) [6 = [ o0 )dnsaac] g€ (D8)
which satisfies [ 1¢(2)dpmaar(z) = 0 and
[Ve(g1) — Pe(g2)] < / o1 (h ™ g1) — o1 (h™ " g2)| du(h) (D9)
< ||¢€—1||Lip/d(h1glahlgz)du(h) < [[Ye-1llpip dlg1, 92)- (D10)

Hence, |9l < [[¢e-llny, < llvally, for any £ 1.
We can apply Theorem D.4 with the probability measure p defined above, ¥4 = Y_1/ ||ti—1]5,

and ¥p = 1/ ||[Ye—1]|, to obtain

<[1- ‘ ) . D11
”‘””2—< o ([l /Tl 7)) 1712 -

<[1- ¢ ) il D12
—< o8 ([0aln /el +2) ) 1V (b12)

The second inequality follows from [|¢¢[|1;, < [[41]|1;,- By solving the above recursive relation, given
any € > 0, there exists a large enough L such that

[4elly <€, VE> L. (D13)

From the definition of ¢, and the fact that ¢ is Lipschitz-continuous over the special unitary group,
Ve > 0, there exists L > 0, such that V£ > L, we have

k k

%Z Y U, - Uiyg) — /qsd,maar <e VgeG. (D14)

i1=1 ip=1

By setting ¢ = I, we conclude the proof of Lemma D.3. O
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D.2. The precision parameter

Consider the precision parameter 1 to be a fixed number at the start of the learning algorithm.
Each subsection below corresponds to a set of subroutines in the learning algorithm that depends on
7n. After completion of all subroutines, the algorithm restarts with n < n/2.

D.3. Testing identity and unitarity

We first present the subroutine for finding all actions y1, ...,y that corresponds to unitary trans-
formations, which is presented in the following lemma.

Lemma D.5 (Unitary identification). For a sufficiently small n, there is a subroutine that returns
Y1, .-, Yw such that E,,,...,E, , are all the unitary transformations in {€,} ey

Proof. Consider an arbitrary norm ||| over the space of maps over quantum states. Assume that we
have a subroutine for estimating how close a composition of CPTP maps Eyi o...0&y is to an identity
under the norm ||-||. The subroutine will be presented in Lemma D.6. Recall that in the finite set Y,
there are some CPTP maps &, ,. .., &y, that correspond to unitary transformations. We define

yunitary = {5;55@/ = I|Vy S y} . (D15>

We now present a subroutine that returns Yupitary. The proof of this lemma relies on a basic geometric
fact about unitary: the only CPTP maps with some CPTP maps as their inverse are unitaries.

For each y € ), we consider composing &, with 5?/1 o...0 Eyz_l for y4,...,y;_y € Y and £ < 1/n.
The subroutine returns all actions y € ) such that

min ||Ep 0. 08, oSy—IH <n. (D16)
Y1o--9Ye—1
If & is a unitary transformation, we can find some y),...,y,_; such that Syi 0...0 892_1 o0&, is
arbitrarily close to the identity under [|-|| as 1 goes to zero. If £, is not a unitary transformation, then
for all y,...,y;_, and n > 0, there is a lower bound to how close Eyi 0...0 gyé,l o &, could be to
the identity under ||-||. As a result, when 7 becomes small enough, the set of actions returned by the
learning algorithm will be equal to Vunitary- ]

Lemma D.6 (Identity testing). For a sufficiently small n and any € > 0, there exists a norm ||-||
over the space of maps over quantum states and a subroutine that takes in yi,...,y, and returns an
estimate for

ey o o8y -1 (D17)
up to an additive error € with high probability.

Proof. The central property is that an identity map Ey/l 0...0 €y2 satisfies

tr(Mep (€43 00 Eyy) 0 (€ 000 Ey) 0 (Ey 0.0 ) (p0)) (D18)
=tr(Map ((Eypp 0.0 &y y) 0 (Eyp 0. 0Ey)) (p)), (D19)
forall z € X, y1,...y0 € YU{NULL}, z € Z,b € B. We denote the first term as h(z,y1, ..., Yok, 2, D)
and the second term as ho(z,y1,. .., Yok, 2,b). Here, the action y = NULL corresponds to not imple-

menting the action in the experiment defined in Def. A.2. The learning algorithm considers all possible
composition with 2k = [1/n], where 7 is the precision parameter.

The learning algorithm can obtain estimates for h(z,y1, ..., Y2k, 2,b) and ho(z,y1, ..., Yok, 2,b) by
running the corresponding experiments with K repetitions. By Hoeffding’s inequality, with K =
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O(log(1/5)/€?), the algorithm can estimate h(z,yi,..., Yok, 2,b) and ho(z,y1,. .., Yox, 2,b) to e-error
with probability at least 1 — 4. We consider K to be large enough such that the algorithm outputs an
estimate for the quantity A defined as

A= max h(z,y1,...,Y2k,2,0) — ho(z,y1,..., Y2k, 2, b D20

wEX,yl,...ygkeyU{NULL},ZEZJ)EB| ( e Y2k ) 0( o Yok )| ( )

= max (D21)
2EX,Y1,...y2, EYU{NULL},z€ Z,beB

tr(M.p ((gy% 0.e08p1)0(Ey 0. 0Ey —D)o(Eyo...0 5y1)) (px))’ . (D22)

up to e-error with high probability. We can interpret A as a norm ||-|| over the space of maps over

quantum states when 7 is sufficiently small,
A=|leyo. 08, -1 (D23)

Positive definiteness follows from the fact that A is zero when £, o... o0&, is an identity; and A
must be greater than zero for a sufficiently small 7 if 5?/1 0...0 5% is not equal to an identity from
Lemma D.7. The two other conditions, absolute homogeneity and subadditivity, both follow from the
definition of A in Eq. (D22). O

Lemma D.7 (Characterization of A). For a sufficiently small n, we have

A= max (D24)
IEX,yl,...kaEyU{NULL},ZEZ,bEB

tr(M.p ((Ey% o...0&y )o(Eyo...08 —1T)o(Ey, o...ogyl)) (px))) >0 (D25)

if Eyfl 0...0 5y2, s not equal to an identity.

Proof. This claim follows from the assumption that there exists a universal set of unitaries and a pure
state in the action space. Hence, we can generate a pure state (€, o...0&y,)) (pz) such that

(Eypo...0 5y2)<(€yk 0...0&)(pz)) # (Eyp0...0E)(pz)- (D26)

From the assumption, we can also find a POVM M, such that one of the POVM element M is not
proportional to the identity. There always exists a unitary U; that diagonalizes the Hermitian matrix

D= (gl/l 0...0 Eyé)((é'yk 0...0&,)(pz)) = (Ey0...0E)(pz), (D27)
such that the eigenvalues {\P} are sorted from a greater value to a smaller value. Also, there exists
a unitary Us that diagonalizes M, with eigenvalues {)\ZMZ”} sorted from large to small. We have

d
tr(Up Moy USULDUT) = Y A= AP. (D28)
=1

Because D # 0 and tr(D) = 0, the largest eigenvalue )\? > 0, the smallest eigenvalue /\dD < 0, and
Zle AP = 0. We can thus find an index k > 2 such that AP > 0,Vi < k and AP < 0,Vi > k. Since
M., = 0 is not proportional to identity, we have the largest eigenvalue )\]1\4” > Ailw”’ > 0.

d d
M,y \ D M, M\ D
DONEAP =) (A = AP > 0. (D29)
i=1 i=1
When the precision parameter 7 is smaller enough, (&y,, ©...0 &, ) can approximate any unitary

with a properly chosen yiy1,...,y2r because there exists a universal set of unitaries by choosing
the proper actions. Hence, there exists z € X, y1,...y2 € Y U{NULL},z € Z,b € B such that
h(z,y1,..., Y2k, 2,0) > ho(x,y1,...,Y2k, 2,b). Together, we see that A must be greater than zero if

Syll 0...0 51/2 is not equal to an identity. O
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D.4. Estimating state overlaps

The learning algorithm has now identified a set {y1,...,yx} of unitary transformation. The al-
gorithm randomly composes the identified unitary transformations &,,...,&, ,. In particular, the
algorithm randomly selects 1/7 unitaries with replacement and compose them to form an approximate
Haar random unitary. Using Lemma D.3, as n becomes smaller, we can obtain a better approximation
to the Haar random unitary. The learning algorithm has no additional information other than the
randomly composed operation is approximately Haar random.

The ability to generate Haar random unitary enables the learning algorithm to estimate state
overlaps. Given two states pi, po which can be obtained by composing some initial states and CPTP
maps, we have a randomized measurement procedure that guarantees the following.

Lemma D.8 (State overlap estimation with a fixed POVM). Given two states pi,p2, € > 0, z €
Z,b e B, and a sufficiently small n > 0, there is a subroutine that estimates

far(p1, p2) = ane, tr(prp2) + Bar, (D30)

up to € additive error, where anr,,, B, depends on POVM element My,
Proof. Consider R repetitions. For repetition r € {1,..., R}, the subroutine performs:

1. Randomly compose 1/n actions in Vunitary to generate a random CPTP map €.

2. Measure the POVM M, on £(p1) and check if the measurement outcome is b.

3. Record a binary variable C, € {0, 1} indicating if the outcome is b.

4. Measure the POVM M. on £(p2) and check if the measurement outcome is b.

5. Record a binary variable D, € {0,1} indicating if the outcome is b.

From Lemma D.9, we can show that X = % Zle C, D, is an accurate estimate for

1
Ina(prsp2) = 55— ((tr(Mp)? — te(MZ)/d) + tr(p1p2) (tr(MZ) — tr(Mop)?/d)) (D31)
= anr, tr(p1p2) + Bar, (D32)
up to € error when 7 is sufficiently small. Hence this lemma can be established. O

Lemma D.9 (Characterization of X) Given two states p1,p2, € > 0, z € Z,b € B, a sufficiently
large R and a sufficiently small n > 0, we have

X — far, (1, p2)| < € (D33)
with high probability.

Proof. The expectation value of X = % Zle C. D, is equal to

R
E ;;CTD,, = Etr(Map€ (1)) tr(Map€ () (D34)
%/Ud/JHaar(U)tr(MszplUT)tr(MszmUT) (D35)
=AW%MWMMMﬁ®MMW®Uﬂm®mWﬁ®W» (D36)

= o (6 (M)? — (M) /) + () (M) — tr(Mp)/d)) . (D3T)
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Eq. (D35) is the consequence of the fact that a random composition of universal set of unitaries
approximately forms a Haar random unitary. In particular, using the Lipschitz continuity of the
function ¢(U) = tr(M_,Up UT) tr(M_,UpoUT), Lemma D.3 shows that the approximation error can be
made arbitrarily small as the number of composed unitary becomes sufficiently large (i.e., n sufficiently
small). Because C,.D, is a random variable bounded by one, using Hoeffding’s inequality, we can choose
R = O(log(1/5))/€, such that % Zle Cy D, equals to Eg tr(M,E(p1)) tr(M.4E(p2)) up to error €/2
with probability at least 1 —0. Eq. (D37), on the other hand, uses the second moment Haar integration
formula over special unitary group. In particular, for SU(d) and X € C@x9x(dxd) e have

/ ditstans(U) (U @ VX (UT @ UT) = <1 6r(X) + S tr(SX) — %s fr(X) — Cllltr(SX)) . (D38)
U

1
2 —1
where S is the swap operator over the tensor product space. Hence, when the precision parameter 7
is small enough and the number R of randomized experiments is large enough, X = % Z§:1 C.D, is
an accurate estimate for

Fata (P 2) = 2 (M) = tx(M3) /) + (o) (M) — (M2 /D)), (D39)

-1
with an additive error at most €. This establishes the claim. O

We are now ready to combine the two lemmas above to establish the main result of this subsection.

Lemma D.10 (State overlap estimation). Given two states p1,p2, € > 0, a sufficiently small n > 0,
and the existence of a non-identity M, for some z € Z,b € B. There is a subroutine that estimates
tr(p1p2) up to e additive error.

Proof. The learning algorithm utilizes the procedure in Lemma D.8 to build the subroutine achieving
the claim of this lemma. Using the fact that for a d-dimensional vector z, d ||z||3 > |z, we have

tr(M?2) — tr(M.)%/d > 0. (D40)

Furthermore, equality holds in Eq. (D40) if and only if all eigenvalues of M, are equal, which implies
that M.y, is proportional to identity. If My, is proportional to identity, far,,(p1, p2) will be a constant
function independent of pi,ps. In contrast, if M., is not proportional to identity, then for some
reX,yeY, fu,(p1,p2) will be distinct between the following two pairs of states,

P1 = Pa,p2 = Ey(pa) and p1 = pa, p2 = pa- (D41)

In particular, this is true if we choose the x such that p, is pure and y such that &, is one of the
universal set of unitaries such that &,(py) # ps.

From the assumption on the true world model (exists actions corresponding to preparation of a
pure state, a universal set of unitaries, and a POVM element not proportional to identity), there
always exists z,b,z,y such that fyr, (p1,p2) is distinct under the two pairs of states in Eq. (D41).
Hence, as 1 goes to zero, if M, is proportional to the identity, then the largest difference for the
estimate of far_,(p1, p2) maximized over x € X,y € Y will approach zero. In contrast, if M, is not
proportional to the identity, the largest difference for the estimate of fys, (p1,p2) maximized over
x € X,y € Y will be greater than a positive value. Hence, we can consider an algorithm that finds the
pair of z € Z,b € B that yields the largest difference for the estimate of fys_, (p1, p2) maximized over
x € X,y € Y. The deduction above guarantees that the algorithm would find a POVM element M,
that is not proportional to the identity under a sufficiently small 7.

After finding a pair of z,b such that M, is not proportional to identity, we can now describe the
procedure that estimates tr(pjp2) for any state p1, p2. Recall from Lemma D.8 and Eq. D40 that

I, (p1,p2) = QM tr(p1p2) + BM. s (D42)

where apr, > 0. Because ajr,, > 0, when p; = pa, we can see that fy, (p1, p1) is maximized when py
is a pure state. The maximum value of far, (p1,p2) is anr,, + Bu.,, and the minimum value is Bayz, .
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If p1 is not a pure state, we can see that fa, (p1,p2) < anr,, + Bar,,- The subroutine would hence go
through all z € X and find an z* such that the estimate for far,(ps, pz) is maximized. Recall from
the assumption of the true world model, there exists an action x that prepares a pure state. The gap
between the finite set of actions that prepare pure states and those that prepare mixed states allows
us to guarantee that the action z* we found prepares a pure state p,+ when n is sufficiently small.
Because p,+ is a pure state, we have tr(p2.) = 1 and hence from Eq. (D31),

Pt o 027) = Ty (FO3) + 0L, (D13)

The learning algorithm could obtain an estimate for The learning algorithm only has to determine
tr(Msp) in order to determine tr(M2), which in turn fully specify the two values apz,, and Sz, .

An estimation for tr(M,;) can be obtained by reusing the randomized measurement data from the

procedure described in Lemma D.8. We can show that Yy = % Zle C, is an accurate estimate for
tr(Mp)/d. Using the following first moment Haar integration formula over special unitary group,

/ dpittany UXUT = tr(X)I/d, (D44)
U

and the standard concentration inequality, we have }% Ef‘:l C, gives an estimate for tr(]‘dJZb) up to an

error € for sufficiently large R and sufficiently small . Along with an estimate for Eq. (D43), the
learning algorithm can determine both tr(M32) and tr(M,;)?, and hence ayy, and Bar,. Together,
the learning algorithm can produce an accurate estimate for quantum state overlap tr(p;p2) from an
estimate for far,(p1,p2) given in Lemma D.8 and the estimates for ays,, and fSyr,,. This concludes
the proof of this lemma. O

D.5. Learning descriptions of a special set of states

At this point, the algorithm still has not learned any description for any of the actions. However,
the algorithm has identified several important actions. The algorithm has found z* € X where
pz+ is a pure state. The algorithm has also discovered Vinitary = {y1,...,yx} € Y that forms a
universal set of unitaries, which we will now denote as Uy,,...,U,, € SU(d). Furthermore, the
algorithm has now obtained a subroutine that provides accurate estimate for state overlap tr(pip2).
The learning algorithm can now utilize these tools to construct the entire structure of quantum state
space. More precisely, the algorithm will find a special set of pure quantum states {p;} that satisfies
a certain geometry. The algorithm generates the special set of pure states by applying compositions
of the unitaries Uy, Yy € Vunitary onto the pure state p,«. We will limit the algorithm to consider a
composition of length at most 1/7. This means that the algorithm will only find a collection of states
that satisfies the geometry approzrimately. However, an approximate geometry with small error implies
that the learned descriptions will only be subject to a small error. As 7 goes to zero, the geometry
and the learned description will become accurate to an arbitrarily small error. The geometry enables
us to provide the intrinsic physical descriptions for states in the special set. Using properties of the
geometry, we can guarantee that the description for the special set of pure states is accurate up to the
equivalence relation — a global unitary or anti-unitary transformation — characterized by Theorem A.S.
The construction of the special set of pure states is related to the proof of Wigner’s theorem.

We denote the special collection of pure states as pgbam), Vie{l,...,d}, pg;eal), Vi#£je{l,...,d},
P ik j e {1, d), PP i G e {2, d), pTP) g e {3, d) and P i £

ij
j€42,...,d}. The geometry of the states is given by the following equations.

=2

(basis) (basis)) _

tr(p; p; ijs Vi,j € {1,...,d}, (Fiz the basis) (D45)

asis) (real 1 . . . . rea,
tr(pgb )pz('j 1)) =5 Vi#je{l,...,d}, (Fiz absolute amplitude for pgj l)) (D46)

(basis) (real)y 1 ., . . (real)
tr(p; py ) = 2 Vi#j€e{l,...,d}, (Fix absolute amplitude for p;; ") (D47)
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(basis) (triplet)

tr(py Pij ) = Vi#j€{2,...,d}, (Fiz absolute amplitude for pzmplet)) (D48)

( (basis) (triplet)) _

r(p; Pij Vi#j€{2,...,d}, (Fiz absolute amplitude for p”nplet)) (D49)

tr(pg»baSis) Z(;riplet)) =, Vi#je{2,...,d}, (Fiz absolute amplitude for p”rlplet)) (D50)
(pﬁ‘fa“ griplet)) =, Vi#je{2,...,d}, (Transfer relative phase +1, a) (D51)
(pﬁej’al Snplet)) ., Vi#je{2,...,d}, (Transfer relative phase +1, b) (D52)

tr( Seal) Snplet)) ., Vi#je{2,...,d}, (Transfer relative phase +1, c) (D53)
tr(pEbaSis)pgmag)) =—, Vi#je{l,...,d}, (Fiz absolute amplitude for pg-mag)) (D54)
(p?aSlSpgmag)) =—, Vi#je{l,...,d}, (Fiz absolute amplitude for pgmag)) (D55)
(pgjal g-mag)) =—, Vi#je{l,...,d}, (Partially fix the phase for pg-mag)) (D56)

tr(pgbaSis)pg-triplet’lQ)) = -, Vi e{3,...,d}, (Fiz absolute amplitude for pg-triplet’m)) (D57)
(pébasm)pynpmt 12)) Vi e{3,...,d}, (Fiz absolute amplitude for pg.triplet’m)) (D58)
(pgbasm)pgtnplet 12)) , Vi e{3,...,d}, (Fiz absolute amplitude for pgtriplet’m)) (D59)
(pgjcal)pgtmICt 12)) , Vi e{3,...,d}, (Transfer relative phase +1, a’) (D60)
(pggnag)pgmplet 12)) , Vi e{3,...,d}, (Transfer relative phase +i, b’) (D61)
tr(p{"8) plPIe Iy — 2 Vje{3,....d}, (Transfer relative phase +i, c’) (D62)
tr(pgbaSiS)pE;riplet’i)) =, Vi#je{2,...,d}, (Fiz absolute amplitude for plmp16t 1)) (D63)
tr(pEbaSiS)p%riplet’i)) =—-, Vi#je{2,...,d}, (Fiz absolute amplitude for pzmlolet 1)) (D64)
tr(pg-baSiS)pgriplet’i)) =—-, Vi#je{2,...,d}, (Fiz absolute amplitude for plmplet l)) (D65)
(pgeal) %riplet’i)) =-, Vi#je{2,...,d}, (Transfer relative phase +1, a”) (D66)
(pgljmag) %riplet’i)) =-, Vi#je{2,...,d}, (Transfer relative phase +i, b”) (D67)
(pgmag)p%riplet’i)) ==, Vi#je{2,...,d}, (Transfer relative phase +i, ¢”). (D68)

OO\MOJ\MCO\[\DCO\P—‘CAD\}—‘QDM—‘OO\I\DM\I\DOJ\l\DOJ\P—‘OO\)—‘CJJ\i—‘l\D\P—‘I\D\)—‘M\P—‘QJ\[\DC.O\[\DQD\[\DOJM—‘OJM—‘COM—‘

We comment on each geometric constraint, so it would be easier to refer to in the following analysis.
The geometry determines the description of the set of states.

Lemma D.11 (Geometry and states). The geometry of the states given in Eq. (D45) to Eq. (D68) is
satisfied if and only if

PP — i U, Vie{1,...,d}, (D69)
P = 20 (i) + 1)) (Gl + G U, Vitje{l....d},  (D70)
P8 — 207 (Ji) +115)) (6l =i (G U, Vitje{2....dy, (D7)

1)

2
PP = 20 (1) + J8) + 139) (1] + ]+ (G U

¥ Vi#je{2,....d}, (D72)
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PRI = 207 (1) 4 1[2) +13)) (1] — 3 (2] 1 G U, vje{s,....d,  (D73)
é?M%”=§Uuw+ww+iu»«u+wufiuwv‘% Vitje{e,....dy  (D74)

for a unitary or anti-unitary transformation U.

Proof. One can directly verify that the set of states given in Eq. (D69) to Eq. (D74) satisfies the
geometry given in Eq. (D45) to Eq. (D68). For the other direction, we utilize the following steps. The
basic idea is to use the geometric constraints to gradually determine the descriptions for the states.

1. The constraint (Fiz the basis) ensures that there exists a unitary transformation U() such that

(UYL O) = Jiyil, Wi e {1,...,d}. (D75)
2. The constraint (Fiz absolute amplitude for pg-eal) ) ensures that

(7O =1 pfreal) (77(0)) é (\i> + el |j>) <<z’| + e it <j\) Vitje{l,... d (D76)

)

for some unknown phase ¢;; € [0,27). Consider U 1) = UO D, where D is a diagonal matrix
with Dy; = 1 and D;; = €91, Vi € {2,...,d}. We have

(U)o W) = Jayil, Vie {1,...,d}, (D77)

7

UO) D @) = 2 (1) + 1) (1] + i), vie {2, ..d}, (DT8)

rea 1 . idh . | . . —idh. ;. . . .
OO WD) = 2 (I +9 1)) (Gl +e7% (i), Viz2i# € {L,....d}, (DT9)

ij
where qﬁgj € [0,2m) is some unknown phase.

3. From the constraints (Fiz absolute amplitude for pz(»;riplet)
(Transfer relative phase +1, b) and Eq. (D78), we have

), (Transfer relative phase +1, a) and

UO) GO D) = 2 (1) + i+ ) (14 61+ G, Vigse (2. d) (D8)

4. The constraint (Transfer relative phase +1, ¢), Eq. (D79) and Eq. (D80) ensure that

1

@O) Ll W) = 2 (i) + 1)) (Gl + 1) Wi # 5 € {1, d). (Ds1)

(triplet)

The state Pij serves as an intermediate point to transfer relative phases.

5. The constraints (Fixz absolute amplitude for pgmag) ), (Partially fix the phase for pg-mag) ), and
Eq. (D81) ensure that

(U(l))flp(imag) (U(l)) _

ij (I2) + sigild)) (] = si5i (1), Vi # 5 € {1,...,d}, (D82)

N =

where s;; = +1 is an unknown phase. If 512 = 1, we define U =M, If 519 = —1, we define
U® = UMK, where K is the complex conjugation operation. We have U2 is either a unitary
or anti-unitary transformation. Using the newly defined U, we have

(U)o U@y = Jiyil, Vie{l,...,d}, (D83)

7

U)o @) = 2 (i) + 1) (Gl + 43 Vigje (L. d),  (D8)
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(UO) O D) = 2 (1) + )+ ) (A4 G+ G, ViEGeq2..dh  (D85)
) ) = 2 (1) +112) (1] ~ 1 2), (D86)
OO) W) = 2 (i) + i) (- i) Vi#je (L.} (DSI)

for some s;; € {£1}.

6. From (Fiz absolute amplitude for pgtriplet’m)), (Transfer relative phase +1, a’), and (Transfer

relative phase +i, b’), we have

; (1) +112) +1]7) (A =1@2[=1(]), Vje{3,...,d}. (D8g)

Wl =

7. From (Transfer relative phase +i, ¢’), we have

(U)W = (1) +ili) (1] =i Gl), Vi€ {2,....d}, (D89)

N |

(triplet)
]

(triplet,12)

, the state p ; serves as an intermediate point to transfer relative phases.

Similar to p

8. From (Fiz absolute amplitude for pz(.t.riplet’i

3 )), (Transfer relative phase +1, a”), and (Transfer
relative phase +i, b”), we have

(U(Q))_lp(triplet,i) (U(Q)) _

i (1) + 18y +il7) (AL + Gl =1G), ViFje{2,...,d}. (D90)

Wl

9. From (Transfer relative phase +i, ¢”), we have

U)W ) = (1) +113) (- 14G]), Vigje (2. (D9

(triplet,i)

Here, the state p; J is used as an intermediate point to transfer relative phases.

By considering U = U (2), we have established the claim. ]

As n goes to zero, the learning algorithm can find a set of states that satisfy the geometry up to
an arbitrarily small error. This implies that the description for the states would also be close to the
true one up to an arbitrarily small error as n goes to zero. Using this basic, idea, we can see that
Lemma D.11 yields the corollary stated below.

Corollary D.12. Given € > 0. For all sufficiently small n, there exists a unitary or anti-unitary
transformation U, such that

[ = vy < e, vie{l,....d},  (D92)
rea 1 . . . . — . .
o = 5000+ it + iy o < Vidje{l,...d, (D93
ima; 1 . .- . .. _ . .
Pl = SU (i) +i13) (il -GN U™ < Vi£je{2....d}.  (D94)

We only need to focus on these three sets of states in the following discussion, but the claim also holds
for the other sets of states.
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D.6. Quantum state/process/measurement tomography

In the final step, the learning algorithm utilizes the learned descriptions of the states in the previous
subsection to perform quantum state/process/measurement tomography. For readers familiar with
quantum tomography, the claim could be established easily. For completeness, we present the detailed
derivations in the following.

a. States: Vr € X, we can always write p; as

pe=UY agli)ilu™, (D95)
ij
where (aj;);; is a Hermitian matrix. If we write

S aglifil = 3 auliil + S0 S i+ i) + S0 iG] - D), (D96)
i i i#] i#]

and we assume that Eq. (D92), (D93), and (D94) holds exactly, then we can learn the matrix (a;;)s;
by noting the following identities

aii = tr(pep ™), Vi, (D97)
(basis) (basis)
a;; + aj; real tr(pmpi ) + tr(f)mp' ) . .
o = tr(papli™”) - 5 —— Vi # (D98)
(basis) (basis)
ai; —ajy; 1 ima, tr(pzp; ) + tr(pzp; ) .

The state overlap tr(p1p2) can be estimated using the procedure provided in Appendix D.4 based on
approximate Haar random unitaries. For n > 0, define p, to be the empirical estimate of .. a;;|i){j|

based on the above equations. Due to error in the estimation of the state overlap tr(pipz) and the
(basis) (real) (imag)

error in the states p; 2Pij sPij , we have py # 3,5 a4]i)(j|. Nevertheless, one can use basic

inequalities to show that Hﬁx =2 aij|i><j|H < eq(n) with high probability. The error e,(n) can be
1

made arbitrarily small when 7 goes to zero.
b. POVMs: Vze Z,Vbe B, we can learn M,; similar to learning states. We write M, as

ij
where (b;;);; is a Hermitian matrix. For any quantum state p, we can estimate tr(M,,p) by simply
computing the proportion of counts that we see the outcome b when we measure M, on p. Using
this simple procedure, we can estimate tr(M,pp) to an error n with high probability. Then we learn
the matrix (b;;);; using the same formulas given in Eq. (D97) (D98) and (D99), but we replace p,

with M. For n > 0, we define M, to be the empirical estimate of zij bij|i)(j|. Due to error in the

(basis) (real) (imag)

estimation of tr(M,p) and the error in p; P Py M., is not exactly equal to > bigl i)l

But M., will be close to > bijli)(j]- In particular, there exists an error function ep(n), such that
lim,, 0 e5(n) = 0 and HMZb - Zij bij|i)(j] Hl < ep(n) with high probability for any 7.
c. CPTP maps: Vy €)Y, we can write £, as
&) =U Y el k)il tx(li)i|U ™ (HU)U™. (D101)
ijkl
The coefficients ¢;jx; could be learned using the state overlap procedure given in Appendix D.4 and

the states p(baSiS) p(real), pg.mag) in Eq. (D92), (D93), and (D94). To achieve this, we gather a collection

) ]
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gbaSiS), E;eal), Z(;mag), evolving under &,, and estimating the state
asis) (real) (

overlap of the output state with every state in pib s Pij ,pi;mag). We can then use the collection

of data to estimate c;ji, Vijkl. If Eq. (D92), (D93), and (D94) holds exactly, then for i # j and k =,

of data by preparing each state in p

asi rea 1 asi imay
it = tr(p ™ VE (™)) + < (™ E, (")) (D102)
1 1 basis basis basis basis
(54 3) (e, )+ e, () (D103)

For ¢+ = j and k = [, we can obtain

Cijhl = tr(p]gbaSiS)gy (pgbasis))). (D104)
For i = j and k # [, we see that
rea asis 1 ima, asis
et = tr(pyy € (")) + < (o P E (o)) (D105)
1 1 basis basis basis basis
(54 3) (G860 4 ™, () (D106

For i # j and k # [, we have
. (real) 1 (imag) 1 1 (basis) (basis) D107
Cight =\ \ P TP (5t 5 (pk +p ) (D107)

(real) 1 (imag) 1 l (basis) (basis)
&y <<:0ij + L Pij (2 + 2i> (Pi +p; )>> > (D108)

Expanding the right hand side of the above equation gives a weighted sum of tr(p2&y(p1)) for some
states p1, p2. We consider &£y(-) to be the empirical estimate for ;.1 cijrlkXI| tr(|2)(j](-)). There

exists an error function e.(n) such that Hz‘fy() — D i Cigra X tr(\zxj]())H < ec(n). Furthermore,
<&

as 7 approaches zero, e.(n) goes to zero.

D.7. Putting everything together

For all world model W € Q, after finishing the tomography step in Appendix D.6, we can guarantee
the following. There is an error function €(n). For n > 0, there exists a global unitary or anti-unitary
transformation U, such that the learned descriptions p,, £y, M., satisfies

sz - UﬁzU_lHl < e(n), (D109)
HMzb _ UMsz—lu1 < e(n), (D110)

< €(n), (D111)

<

) - vé, vy

forall z € X,y € Y,z € Z,b € B. As n goes to zero, €(n) goes to zero. After running the above
procedures with precision parameter 7, the learning algorithm considers 7 <— 1/2 and repeatedly runs
the previous steps to obtain more accurate descriptions. Because €(n) goes to zero as 1 goes to zero,
the learning algorithm can learn the all the physical descriptions to arbitrarily small error up to a
global unitary or anti-unitary transformation. Hence, Q is learnable. This concludes the proof of
Theorem D.1.
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E. Basic properties of learnability and unlearnability

In this section, we will present various basic results regarding the relationship between different
classes of world models. These results will be useful for proving what kinds of world models are
learnable, and what kinds are not, in the following sections.

We begin with a basic property: If a model class Q is learnable, then any subset Q' of Q is also
learnable. This property is expected because removing possible models from the class will not make it
harder to learn which model is the correct one. We note that Q' and Q are model classes, i.e., sets of
potential world models. The relation of @' C Q is very different from the concept of extension given
in Definition A.4, which considers relation between two world models.

Proposition E.1 (Monotonicity of (un)learnability). Given sets X,Y,Z,B and two model classes
Q, 9 over X,¥,Z,B such that Q' C Q. If Q is learnable, then Q' is learnable. Equivalently, if Q' is
unlearnable, then Q is unlearnable.

Proof. Every world model in Q' is in Q. Hence, if Q is learnable, then @' C Q is learnable. This is
equivalent to the contrapositive statement: if @' C Q is unlearnable, then Q is unlearnable. O

Another important result states that a model class Q is unlearnable if @ contains world models
Wi and W, that are weakly indistinguishable, but are not equivalent. This follows because, by the
definition of weakly indistinguishable, no experiment within the model class can tell Wy and W, apart.
It may seem that this follows immediately from the definition, but there are subtlety arising from the
fact that learning is probabilistic and allows arbitrarily small error.

Proposition E.2 (Weakly indistinguishability implies unlearnability). Given sets X, ), Z,B and a
model class @ = {W} for d-dimensional world models over X,Y, Z,B. If there exists Wy # W, € Q
such that Wy and Ws are weakly indistinguishable, then Q is unlearnable.

Proof. Assume that W4 £ Wpg € Q are weakly indistinguishable. Because W4 Z W, for all unitary
and anti-unitary U, there exists x € X or y € ) or z € Z,b € B such that the corresponding physical
operations are different, i.e., pZ # UpAU~!, Ef(-) # US;‘(U_l(-)U)U_l, or MB £ UMAUL. We

define the minimum error € over U to be

EJ()—UENUT (YUY,

ME-UMAUTY),  (BD)

€ = min sup (llo? = vetu=,.|

yeY

ZEZ
beB

where U is a unitary or anti-unitary transformation. We can use minimum instead of infimum because
unitary and anti-unitary transformations form a compact space. If € = 0, then W4 = Wpg. Hence
€ > 0. The quantity € sets an lower bound on the error for what any algorithm could learn.

Suppose that Q is learnable. Then, there is an algorithm A, for § = 1/3 and € = €/3, for world
model Wy, there exists a unitary or anti-unitary U 4, such that for any action, with probability at least
1—4, the output from the algorithm has an error of at most € after transforming under U 4. Similarly, for
world model Wpg, there exists a unitary or anti-unitary Upg, such that for any action, with probability
at least 1 — 4, the output from the algorithm has an error of at most € after transforming under Up.
Consider U, = UBUXI. From the definition of €, we have

sup (pr - U*p?U*lel,
zeX

yey
z€Z
beB

EZ() = UENUS U,

M5 - UMAUT, ) 2 e (B2)

Hence, there exists an action such that the error > 1%%. Without loss of generality, assume that for
some z € X, ||p8 — U*p;?U*_lHl > 1%6.

Because Wx, Wp are weakly indistinguishable, the output g, will have the same probability dis-
tribution for world model W4 and Wp. This is an immediate consequence of Eq. (A6) in Defini-
tion A.6. We will refer to the probability distribution as pap(p;). From the learnability, we have
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|2 = UapaUL"||, < € with probability > 2/3 and ||pf — Upp.Ug'||, < e with probability > 2/3.
The above probability statement are over the same probability distribution pap(g,). Equivalently,

Pl|lpf = UapaUyt||, > €] <1/3, (E3)
P||pZ = UppUg"|, > €] < 1/3, (E4)

Hence, by union bound, we have
Plllp = UapaUst ||, > € or ||pf — UppUg'||, > €] < 2/3. (E5)

This is equivalent to the fact that pr — UAﬁnglﬂl < € and pr — UBﬁa:UEngl < e with probabil-
ity > 1/3. Because the probability is greater than zero and the probability distribution is over the
choice of p,, there exists p, € C?*? such that pr — UAﬁnglHl < € and pr — UBﬁnglHl <
€. Because trace norm |-||; is invariant under unitary or anti-unitary transformation, we have
HUBUjlpﬁUAUgl — UBﬁnglul < e. Recall that U, = UBUgl. By triangle inequality, we have

9 _ _ _ _ S R 2.
D < 0 — ), < URUR 2T — UnaUs ], + 68 - Unpals', < 2 = 2. (50
This is a contradiction, hence Q is not learnable. O

We present a simple example where W, and W, are weakly indistinguishable, but not equivalent.
Consider a model class Q that contains two d = 2-dimensional world models {Wa, Wg} with the
action space X = {0}, = {h,t}, Z = {0} and the outcome space B = {0,1}. We define the physical
actions in W4 and Wpg as

o =1/2, & (p) = HpH', &/ (p) = TpT*, My ={1/2,1/2}, (E7)
p§ = |00}, EP2(p) = HpH', &P (p) = TpT", MG ={1/2,1/2}. (E8)

Wa has an initial state that is maximally mixed, hence the state pg has a purity tr((pg')?) of 1/2.
But Wpg has an initial state that is pure, so the state pg has a purity of 1. Theorem A.8 implies
that the two world models are not equivalent. However, both of the POVMS MS‘ and /\/lé? produce
uniformly random outcomes in B when applied to any state. Therefore, W4 and Wp are weakly
indistinguishable, and hence by Proposition E.2 the model class Q is unlearnable. In this example,
both of the world models W4 and Wpg have a useless measurement device that provides no information,
so there is no way to learn which is which.

Monotonicity of learnability focuses on two model classes that have the same action spaces. Here,
we provide a basic proposition that considers two model classes with different action spaces. The
proposition holds because of the compositional nature in the design of an experiment — we can
compose different states, evolutions, and POVMs to form new states, evolutions, and POVMs.

Proposition E.3 (Learnability after adding composed states). Given sets X,Y,Z,B and a model
class @ = {W} over X, Y, Z,B. Consider a set ZE, a constant L > 1, and a function f that takes
in & € 2 and outputs (z,y1,...,ye) where L < Lyx € X,y1,...,y¢ € V. The model class Q' is over
X' =XUZ, Y, Z,B, and contains the world model

F(O=(zy1,-y¢)

for each world model W = ({ps}eex, {Eytyey, {M:}:c2) in the original model class Q. We have Q
is learnable if and only if Q' is learnable.

<{Pac}z€/’\.’ U {P£ =(Ey0...0&,)(pz)} £eE, ) {gy}ye% {Mz}zez) ) (E9)

Proof. We begin with two basic statements. First, every experiment in Q@ can be simulated by an
experiment in @'. And every experiment in Q' can be simulated by an experiment in Q. The first
statement immediately holds by noting that Q' contains all the actions in Q. The second statement
is true because the new action added in Q' is composed of actions in Q. Since each experiment F is
a composition of actions, we can compose the corresponding actions in Q to simulate an experiment
in @". The proof of this proposition is simple given the knowledge of these two facts. We separate the
proof for the two directions of the statement into two paragraphs.
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a. Q' is learnable implies Q is learnable: If Q' is learnable, then there is a learning algorithm,
such that for every action a in the action spaces X,), Z, the algorithm uses actions in X', ), Z to
learn the intrinsic description of action a. We can simulate every added action £ in Z with the actions
x € X,y1,...,y¢ €Y, where f(&) = (z,y1,...,yr). Hence, we have a learning algorithm using only
actions in X,), Z to learn the description of actions in X, ), Z under the model class Q. Together,
Q is learnable if Q' is learnable.

b. Q is learnable implies Q' is learnable: If Q is learnable, then there is a learning algorithm that
learns the physical operation associated with every actions in X,), Z. To show that Q’ is learnable,
we need to show that all actions in X’,), Z are learnable. By simulating the experiments under Q
using actions in @', we can learn all the physical operations associated to actions in X, ), Z. Now for
all £ € E, the initial state pg associated to the additional action ¢ with f(§) = (x,y1,...,y¢) can be
learned. This follows from the facts that pg is equal to (€, 0...0&y,) (pz), and each of p;, &y, ..., &y,
can be learned to arbitrarily high accuracy up to a global unitary or anti-unitary transformation.
Therefore, Q' is learnable. O

The same proof for Proposition E.3 can be used to establish the following other two propositions
where we consider a model class with new composed CPTP maps or POVM.

Proposition E.4 (Learnability after adding composed CPTP maps). Given sets X,Y,Z,B and a
model class @ = {W} over X,Y,Z,B. Consider a set =, a constant L > 2, and a function f that
takes in an element & in 2 and outputs (y1,...,ye) where £ < Ly, ...,ye € Y. The model class Q' is
over X,Y' =Y UZE, Z,B, and contains the world model

<{pm}afe?€7 {gy}yey U {55 = (Eyz ©...0 5y1)} €€E, ) {Mz}262> ) (E10)
F(©)=(y1,--ye)

for each world model W = ({pz}zex, {Etyey, {M:}:c2) in the original model class Q. We have Q

is learnable if and only if Q' is learnable.

Proposition E.5 (Learnability after adding composed POVMSs). Given sets X,), Z,B and a model
class Q@ = {W} over X,Y, Z,B. Consider a set =, a constant L > 1, and a function f that takes in
an element & in = and outputs (y1,...,Ye,2) where £ < Loy1,...,yp € Y,z € Z. The model class Q'
is over the spaces X,Y,Z' = ZUE, B, and contains the world model

({Pa:}zeXa {gy}yeyv M }ez U {M£ =M;o (gye ©...0 5y1)} E€E, > ) (E11)
f(&):(ylv""ylvz)

for each world model W = ({ps}eex, {Eytyey, {M:}:c2) in the original model class Q. We have Q
is learnable if and only if Q' is learnable.

Similar to the three propositions stated above, we can consider new actions that are convex com-
binations of existing actions. Adding the new actions does not affect the learnability.

Proposition E.6 (Learnability after adding mixtures of states). Given sets X,)Y, Z,B and a model
class @ = {W} over X,Y, Z,B. Consider a set 2, a constant L > 1, and a function f that takes in
an element £ in E and outputs ((p1,x1) ..., (pe,x¢)) where £ < Lyxq,...,2¢ € X and (p1,...,pe) is a
probability distribution. The model class Q' is over the spaces X' = X UZ,), Z, B, and is contains the
world model

= 6657
=t (©)=((p1,21) r(Ps0)

for each world model W = ({pz}zex, {&€tyey, {M:}:c2) in the original model class Q. We have Q

is learnable if and only if Q' is learnable.

L
{p:v}:cEX U {p£ = Zpﬁpwg} ﬂ{gy}yeyv {MZ}ZEZ ) <E12)
f
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Proof. Similar to the proof of Proposition E.3, every experiment in Q@ can be simulated by experiments
in Q. And every experiment in Q' can be simulated by experiments in Q. The first statement is
trivial as Q' contains all actions in Q. The second statement is true because we can simulate any
experiment that begins with the action £ € E by randomly sampling z; from (z1,...,z,) according
to the probability distribution (p1,...,p¢) and running the experiment using z; € X'. Using essential
the same proof as Proposition E.3, we can show that Q' is learnable implies Q is learnable and Q is
learnable implies Q' is learnable. O

Using essentially the same proof as Proposition E.6, we can also obtain the equivalence of learn-
ability after adding mixtures of CPTP maps or POVMs.

F. Gate-dependent Pauli noises is unlearnable with Clifford+T gates

F.1. Statement and unlearnability of a target model class

In quantum state/process tomography, it is well known that Clifford circuits are informationally
complete. For example, we can learn any quantum state with Clifford circuits and computational basis
measurement. We can also learn any quantum process with Clifford circuits, all zero state preparation,
and computational basis measurements. In these works, it is often assumed that the Clifford circuits,
the state preparation, and the measurements are perfect. The situation changes dramatically when
these physical operations are not perfect.

In this section, we show that when there are gate-dependent Pauli noise, Clifford circuits are
fundamentally uncapable of learning the noise processes. Even more interestingly, adding T gate is
still insufficient.

Theorem F.1 (Restatement of Theorem 6; Gate-dependent Pauli noise is unlearnable with Clifford+T
gates). Given % > € > 0. Consider a qubit system. Suppose we can prepare the zero state |0) perfectly
and any state p with an unknown error < €, measure in the computational basis perfectly, and apply
Clifford gates and T gate, where each gate is followed by an unknown gate-dependent Pauli noise
channel that is e-close to the identity channel. It is impossible for any algorithm to learn the gate-
dependent Pauli noise channels to arbitrarily small error.

To prove Theorem F.1, we begin by stating the conditions in Theorem F.1 as a model class. Consider
the the action spaces X' = {¥; }sstate; Y = {yv}vecuiry, 2 = {0}, where o is a quantum state, C is
the Clifford group, and T is the T gate. And consider the outcome space B = {0,1}. Given € > 0, we
define the model class Q° = {W} to be the set of world models W = ({pg }zex, {Ey ey, {M:}zez)

that satisfies the following conditions

Pz, —oll; <€ Vo : state, (F1)
Pzion0 = 10X0], (F2)

Eyp (p) = Pu(UpU"), [Py = Z||, < ¢, VU € CU{T}, (F3)
Mo = {[0X0], [LX1[}. (F4)

where Py is a Pauli channel, i.e.,
Pu(p) = pi p+ o5 XpX +pVY pY + py ZpZ (F5)
for some probability distribution (pIU, pg(, pg, pg), or equivalently
Pu(l) =1, Pu(X) = As X, Pu(Y) = WY, Py(Z) = A5 Z (F6)

for some real value A, A, AU, T is the identity channel, and ||-|, is the diamond norm.



35

F.2. Unlearnability of Q¢

We provide more analysis of Q° in this subsection. First, we show that Q¢ is not redundant: no
distinct world models in Q¢ are equivalent and hence describe the same physical reality. From Theo-
rem A.8, two equivalent world models are related by a global unitary or anti-unitary transformation
U. If two distinct world models in Q€ are equivalent, then there exists a global unitary or anti-unitary
transformation U # e'?I, for some ¢ € R, and Pauli channels P, P’, Q, Q' that are at most e-far from
identity channel, such that

|0)0] = Uo)oju~, (F7)

1] = U\1><1\U Y (F8)

P(H|0)0|H) = '(H 1!0><0!UH)U_1, (F9)
Q((SH)|0Y0I(SH)') = UQ ((SH)U~HoXo|U (SH)T) U™, (F10)

where H is the Hadamard gate and .S is the phase gate. These conditions imply that
Z=UZU ' AX = NUXU LAY = NUYU !, (F11)

where A\, N, A, A’ > 1/2 from Eq. (F12), |+), |y+) are the eigenvector with eigenvalue +1 for X,Y.
Because a unitary U = e'® exp(i(aX +bY +cZ)) and an anti-unitary U = e!? exp(i(aX +bY +cZ)) K for
a,b,c,$ € Rand K the complex conjugation, Eq. (F11) implies that U = ¢!, which is a contradiction.
Therefore, no distinct world models in Q¢ are equivalent.

The fact that Q° is not redundant is useful for the following logical reasoning. Suppose no algorithm
can learn the gate-dependent Pauli noise channels to arbitrarily small error. Then we can find two
distinct world models in @ such that the two world models are weakly indistinguishable. From the
non-redundancy of Q°¢, these two distinct world models are not equivalent to one another. Hence from
Proposition E.2, the model class Q¢ is unlearnable.

On the other hand, suppose there is an algorithm that can learn the gate-dependent Pauli noise
channels to arbitrarily small error. Recall that for two Pauli channels P, P’, [|P — P'||, = |pr — p}| +
lpx —p'x |+ oy =0y |+ |pz — Pyl and Ax =1 —2py —2pz, Ay =1 —2px —2pz, Az =1 —2px — 2py.
Therefore, ||P —Z|| < € < 1/2 implies

We can build on the Pauli channel learning algorithm to learn p,_ for any state o using the following
equation

I X Y Z
pl‘a = 5 + tr(pra)E + tr(Yp$cr)§ + tr(pra)§ (F]‘g)
I (28, (P2, ) X 01(ZEys(Eyy (p2,)) Y 4
— o/ 7+ tr(Zpy , F14
SV 2 NI g TilZre)y (F14)

and tr(Zp) = (0] p|0)— (1] p|1). Because every action in Q° can be learned to arbitrarily high accuracy,
the model class Q€ is learnable. Together, Theorem F.1 is equivalent to stating that Q¢ is unlearnable.
In the following, we will prove that Q¢ is unlearnable.

F.3. Unlearnability of a simpler model class

We combine the basic results proven in Appendix E to establish the unlearnability of Q¢ The
model class Q¢ is quite complicated. So we will begin by proving that a simpler model class of is
unlearnable. We will then use a set of tools developed in Appendix E to show the unlearnability of O¢
from the unlearnability of O¢. The simpler model class QF is over a simpler action spaces X = {0}, y =
{h,s,t},Z = {0} and the same outcome space B = {0,1}. Here, the three actions h, s,t represent
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Hadamard gate, Phase gate, and T gate. Each world model W = <{p$}xei’ {€} ey {iMztiez

Q¢ is fully specified by the following conditions,

N—
E.

po = 10)0], (F15)

En(p) = Pu(HpH), [Py —I|, <, (F16)
Eu(p) = Po(SpST), [Ps — Z||, <, (F17)
Ei(p) = Pu(TpT"), |P.—Z||, <, (F18)
Mo = {]0)0], [1)(1]}, (F19)

where Py, Ps, Py are Pauli channels. The simpler model class O°¢ considers perfect zero state prepa-
ration, perfect computational basis measurement, and noisy Hadamard, phase, and T gates that are
subject to Pauli noise channels. And every world model in the simpler model class QF is fully deter-
mines by the three Pauli noise channels Py, Py, P;. In the following lemma, we state the unlearnability
of the simpler model class OF.

Lemma F.2 (Gate-dependent Pauli noise is unlearnable with Hadamard+S+T gates and |0)). Given
e > 0. Consider a qubit system. Suppose we can prepare a perfect zero state |0), measure in the
computational basis perfectly, and apply Hadamard gate, phase gate, and T gate, where each gate is
followed by an unknown gate-dependent Pauli noise channel that is e-close to the identity channel. It
1s impossible for any algorithm to learn the gate-dependent Pauli noise channels to arbitrarily small
error. Equivalently, Q°F is unlearnable.

The proof of Lemma F.2 is based on Proposition E.2. The proposition states that when two world
models in a model class are weakly indistinguishable and are not equivalent, then the model class is
unlearnable. We will identify two such world models in QF, then apply Proposition E.2 to conclude
the proof. On a high level, the existence of two weakly indistinguishable world models arises from
the fact that the geometric structure for the action of Hadamard gate, phase gate, and T gate are
well-aligned with Pauli noise channels, causing some noise to be indistinguishable from another.

F.4. Actions of Clifford4+T on Pauli operators

We begin by illustrating the geometric structure in any quantum experiments one could perform.
Every experiment under the given action spaces X, ), Z is x = 0,y1,...,yr € {h,t},z = 0. Now, we
consider the actions of &, &, and & on Pauli operators,

. 1 1

En(X) =M, Z, E(X) = Y, E(X) = EA&X + EAW’ (F20)
5 1 1

EnY) = =\ Y, E(Y) = =A% X, E(Y) = —EA&X + EAW’ (F21)

En(Z) = Ak X, E(Z) =32, E(2) = Ny Z, (F22)

where /\SL(,)\}{/,)\}ZL are the Pauli eigenvalues that defines the Pauli noise channel for the Hadamard
gate, A%, A, Ay defines the Pauli noise channel for the phase gate, and A, A}, A}, defines the
Pauli noise channel for the T gate. Every world model in Q¢ is specified by the nine real values
)\’)‘(,)\@,)\’%,)\ﬁ(,)\i,)\%,kg{,)\@,)\%.

For an experiment specified by z = 0,y1,...,yr € {h,t},z = 0, the probability that the experi-
mental outcome is 0 can be written as

11
5t 5 r(Z(Ey 0. 08,)(2)). (F23)

This follows from the identities |0X0| = (I +Z)/2, |1)1| = (I — Z)/2. The probability that we obtain 1
as the experimental outcome is equal to one minus the probability for obtaining 0,

% _ %tr (Z(Ey 0...0E,)(2)). (F24)
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The actions of &, and & on Pauli operators are now useful to understand the term
tr(Z(Ey, 0...0&y)(2)).

F.j.a. FEzperiments as multiple particles traversing a graph

We represent the action of the three unitaries H,S,T on the three Pauli operators X,Y,Z as a
small graph with three nodes corresponding to X,Y, Z. We can consider each experiment as particles
traversing the graph. At the start of the experiment, a single particle resides on the node Z with an
initial value of 1. Applying &, corresponds to moving the particle from Z — XY — Y, X — Z, and
the value of the particle will be multiplied by )\SL(, —\2, )\}ZL accordingly. Applying & corresponds to
moving the particle from ¥ — X, X — Y, Z — Z, and the value of the particle will be multiplied
by =A%, Aj-, A% accordingly. Applying & corresponds to a more complicated action. If the particle
resides on X, then the particle will split into two particles: one on X and one on Y. The value of
the duplicated particle on X and Y will be equal to the value of the original particle multiplied by
%)& and %X; accordingly. Similarly, if the particle resides on Y, the particle will split into two
particles on X and Y. The value of the duplicated particle on X and Y will be equal to the value of
the original particle multiplied by f%AtX and %X; accordingly. If the particle resides on Z, then the

particle will stay at Z, and the value of the particle will be multiplied by A%,. After many application
of the CPTP maps &, there will be many particles moving on the three-node graph. The number of
particles is exponential in the number of T' gates applied. At the end of the experiment, we sum up
the values of particles residing at Z to obtain tr (Z(€,, o...0 &y, )(Z)).

F.4.b. Polynomial forms and unlearnability

By induction, we can show that the value of each particle residing at X, Y, Z can be written as

)‘}.;(()‘%A})l()kx ! fX(A?/a/\ing ?/7 SZ7)‘?EXaA§/a/\tZ)7 (F25)
N BN - (O, X, AT A% Ay A, AD), (F26)
()‘%)‘})L()kz : fZ()‘})L/a g(a §/7 SZ7>‘3(7)‘§/3/\tZ)¢ (F27>

accordingly, where kx, ky,kz are non-negative integers, fx, fy, fz are monomials. We perform in-
duction according to the dynamics of the particles from the start of the experiment to finish. In the
base case, there are only one particle residing at Z with a value of 1, hence the claimed statement
holds. For each induction step, the traversal/duplication rules guarantee that the above form of values
is preserved. At the end of the experiment, when we sum up the values of particles residing at Z, we
have the following form for the Z expectation value,

tr (Z(gyL ©...0 5@/1)(2)) = Z()‘}ZL)‘SL()kfk()‘hv 3(7 39/’ SZ’)‘t 7>‘t 7>‘tZ) (F28)
k
= pONINL ML NS A A, A AL L), (F29)

where k sums over non-negative integers, fr is a monomial, p is a polynomial. Together,
we can see that the probability for every experimental outcome is a polynomial function in
)\’%)\h AR Ay, A, A, AL ,)\tZ. Hence, when two world models have the same /\%/\SL( and the other
N's are also equal, the two world models are weakly indistinguishable.

We now show the existence of two distinct world models that are weakly indistinguishable even
under the constraint that the noise is small. Recall some basic properties of Pauli channels [42]:

P(p) =pip+pxXpX +pyYpY +pzZpZ, (F30)

= 5 ()T + Ax tr(Xp)X + Ay tr(Y )Y + Az (Zp) ) (F31)
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|P =P'||, = Ipr = il + lpx — x|+ Ipy = Dyl + [Pz — 0, (F32)

where (pr,px,py,pz) is a probability distribution, Ax =1 —2py —2pz,\y =1 —2px — 2pz, Az =
1 — 2px — 2py, and P,P’ are two Pauli channels Each world model in Q6 is specified by

)‘})l(a )\?/, )‘%7 )‘g(v )‘§/7 >\SZa >‘tX7 )‘Y) )‘tZa or eqUIValenﬂy pX)pY7pZaPXapY’pZ7pX7pYapZ aspr =1-—px —
py — pz. We consider two world models WA, W5B in Q¢ to be defined by

h,A h,A A A A t,A t,A t,A
Pt =0, pz =, py =p¥ =py =py =py =py =py =0, (F33)
h,B h,B h,B B B B t,B t,B t,B
py =€ py =0, py =pY =py =py =py =py =py =0. (F34)

The two world models correspond to having Z-error or having X-error after Hadamard gate. Using
the basic properties, it is not hard to check that both W4, W5 belong to o¢. Furthermore, )&A)\Z’A =
)\h’B)\h’B, and all other \’s are equal. Because the two world models are distinct, using a similar proof
as in Appendix F.2, we can show that W* % W?_i.e., no unitary or anti-unitary transformation exists
that relates WA and W5, Hence, WA, WP are two world models that are weakly indistinguishable

but are not equivalent. Using Proposition E.2, we conclude that O¢ is unlearnable.

F.5. Unlearnability of simple model class implies unlearnability of target model class

We are now ready to prove Theorem F'.1, i.e., the model class Q¢ is unlearnable. The basic structure
of the proof is the following. We first utilize the equivalence of learnability after adding some actions,
stated in Proposition E.3, E.4, and E.6, to show that a model class R€, which is a subset of OF, is
unlearnable. Then, we can the monotonicity of unlearnability, stated in Proposition E.1, to show that
QF° is unlearnable because R¢ C QF° is unlearnable.

F.5.a. Composing all Clifford gates

We begin with the equivalence of learnability after adding composite CPTP maps stated in Propo-
sition E.4. We will compose the two actions h, s € Y= {h, s,t}, which corresponds to Hadamard and
phase gate subject to gate-dependent Pauli noise; see &, and & in Equation (F16) and (F17). Because
Hadamard and phase gates form a universal gate set for the Clifford group, we can construct any
Clifford unitary C' from a composition of Hadamard gate H and phase gate S. Let L* be the required
sequence length to generate every element in the Clifford unitary group. For any Clifford unitary C,
we know that fo(P) = CPC' is equal to a Pauli operator (up to a phase of £1) for any Pauli operator
P € {X,Y,Z}. Furthermore, up to the phase, fo is a permutation function over {X,Y, Z}. Hence,
for any Clifford unitary C, Pauli channel P, and quantum state p,

CP(p)CT = Q(CpCT), (F35)

where Q is a different Pauli channel satisfying ||Q — Z||, = [|P — Z|| |-
Now, we compose new CPTP maps based on the model class QF , where €* will be chosen to be
small enough later. The consideration of €* is needed to ensure that all physical operations have a

small enough error. Consider a world model W = ({pz}xe/\?, {€} ey {MZ}Z€Z> in Q. For every

Clifford unitary C, there exists yi,...,yr € {h,s} with L < L*, such that the composition of the
Hadamard and phase gate generates the Clifford unitary C. Using the commutation relation between
Pauli channel and Clifford unitary in Equation (F35) shows that

(€ 0.0 E)(p) = (Qro...0 Q1) (CpCH), (36)

where 91, ..., 9, are Pauli channels, and ||Qy — Z|| < €*,V/ € {1,...,L}. It is not hard to check that
the composition of Pauli channel is still a Pauli channel, hence (Qro...0Q;) is a Pauli channel. Using
telescoping sum and triangle inequality, we have

1Qro...oQ —I|, < [(Qr—T)oQr10...0Q1,+ [(Qr-10...0Q1) - I, (F37)
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<lQr—TIl,+ (Qr-10...0Q1) = I]|, (F38)
<€+ |(Qpo10...091) —I|, (F39)
<2 +|(Qr—20...091) —TI|[, < ... < Le" < L*€". (F40)

We add in a new action for each element in the Clifford group excluding Hadamard and phase gate
H,S. After adding these new actions, our action space for CPTP maps has expanded from Y =
{h,s,t} to Y = CU{T}, a union of the Clifford group and the T gate {T'}. We call the new model
class with these additional CPTP maps R . From Proposition E.4, we know that adding these new
actions do not affect the learnability. Hence R€ is unlearnable. To recap, R is a model class over
X ={0},y = {vvtvecuqry, 2 = {0}, B = {0,1}, where C is the Clifford group. Every world model
W = ({pe}reir 1€ yeys {M:}zez) in R satisfies the following condition,

po = |0X0], (F41)
Eyp (p) = Pu(UpUY), [Py — I|, < L*€", VU e Cu{T}, (F42)
Mo = {[0XO], [1)(1]}, (F43)

where Py, VU € CU {T} are Pauli channels. However, R¢" does not contain all the world models that
satisfy the above conditions.

Remark 2. The same argument works if we add in any unitary rotation about the Z-axis, i.e., any
matrix diagonal in the computational basis. Under the Z-axis rotation, each particle on the X and
Y node split into two particles on X and Y, and particles on the Z node stay at the Z node. The
polynomial forms would still be degenerate when we add an arbitrary number of unitary rotation
about the Z-axis. Therefore the gate-dependent Pauli noise is still unlearnable with Hadamard gate,
phase gate, and an arbitrary number of unitary rotation about the Z-axis.

F.5.b. Composing all quantum states

The next step in the proof is to use the equivalence of learnability after adding composite initial
states and adding mixture of initial states given in Proposition E.3 and E.6. We compose the zero
initial state |0)(0| with the Clifford+T gates to generate all pure states up to some small errors. Then,
we can add mixture of the pure states to generate all quantum states up to some small errors. We
consider L® to be the minimum integer such that for all pure states |¢)), there exists a sequence
Ui, ..., U consisting of Clifford gates and T gate with ¢ < L® and

i)l = ... onjoyoI@s .. U < ef2. (F44)

From Solovay-Kitaev theorem [13] and follow-up works [25, 43], L®* = O(log(1/¢)). From Propo-
sition E.3, the model class with the additional states is constructed by specifying the set of addi-
tional actions =, a constant L, and a function f with f({) = (x,y1,...,y¢). Here, we consider
E = {|¥)}y):purestate t0 be the space of all pure states, L = L°, and we define f to map a pure
state |¢) to (0,yu,,...,yu,), where Uy, ..., U, are the unitaries for approximating the pure state |¢)
according to Eq. (F44). For every world model W = ({pz},c %, {&y}yey, {M:}zez) in RS, we have

13wl = €, 0o & 10%0D||, < (1wl = e o) loyol@r 0| (Fas)

(Euu, © -+ Euy)OXOD) = (U UD)IOXOI( .. U)T || (F46)
<e€/2+LL%€ <e€/2+ L°L*¢, (F47)

_l’_

where the second-to-last inequality uses Eq. (F44), telescoping sum, and triangle inequality, and
the last inequality uses ¢ < L®. We have now added actions associated to generating arbitrary
pure states. Proposition E.3 shows that adding these pure states will maintain the unlearnability.
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Now, for all mixed states, we only need to make use of the fact that any mixed state p can be
written as p = plY) | + (1 — p)|¢)¢| for some 0 < p < 1 and two orthogonal pure states [¢) , |¢).
Suppose yu,, - - ., yu, specifies the unitaries to approximate |1)) and y&l, R yijel specifies the unitaries
to approximate |¢). Then by triangle inequality and Eq. (F47),

o= [P(E, o0 €, )(0NOD + (1 = p)(Ey,

!

0.0 &y )(0X0))] H1 <24 LY. (Fas)

Using Proposition E.6, we can add all the mixed states without altering the unlearnability. We have
now create a model class R€ over X = {x, }oustate, V = {yvtvecuiry, 2 = {0}, B ={0,1}, where C is
the Clifford group. Every world model W = ({p; }zex, {Ey}yey, {M:}:cz) in RS satisfies

1Pz, —olly < €/2+ L°L7€", Vo : state, (F49)
Paio0; = [0XO], (F50)
Eys (p) = Pu(UpU"), | Py = I|, < L*¢*, VU € CU{T}, (F51)
Mo = {|0)0], [1X1]}. (F52)

Furthermore, from the fact that R¢ is unlearnable, and Proposition E.3 and E.6, we have R¢" is
unlearnable. Now, if we choose ¢* = ¢/(2L*L*), then every world model in R is in Q°. Hence, using
monotonicity of learnability in Proposition E.1, we have Q¢ is unlearnable. This concludes the proof
of Theorem F.1 by recalling the equivalence of Theorem F.1 and the unlearnability of OF.

Remark 3. By tracing through the proof, one can see that the unavoidable noise floor for learning the
gate-dependent Pauli noise channel is €*, which is of order ¢/ log(1/e).

G. Noise and unlearnability

We give two examples of unlearnable model classes. Consider d-dimensional quantum worlds. We
focus on the action spaces X = {0 }sstate; Y = {U }yesu(a), £ = {0}. Consider € > 0 and the model
class 8¢ over X, Y, Z that consists of two world models WA = ({p2}1cx, {Ef}ygy, {MZ}.cz), where

pd =1 —¢€)o+ eé, Vo : state, (G1)
£ (p) = UpUT, VU € SU(d), (G2)
Mg = {16)01} o, a > (G3)
and W5 = ({pf}xe?{a {Ef}yey’ {MZB}ZEZ)a where
PP =0, Vo : state, (G4)
&F (p) = UpUT, VU € SU(d), (G5)
I

My ={a-amel+egh (o)

d)pr,.a

Verbally, the model class S¢ considers world models where we have perfect unitaries, but the initial
state or the computational basis measurement is subject to a depolarization noise of strength e.

We also consider another model class S that encompasses world models where there are noises
in states, unitaries, and the computational basis measurement. Formally, S is over the same set of
action spaces X = {0}sstate; Y = {U}vesvu(a), 2 = {0}. And S contains all world models W =
({pz}aex, {€tyey, {M:}:c2), where p, is a quantum state, &, is a CPTP map, and M., is a POVM.
It is not hard to see that S¢ C S2. Hence, the two world models W4, W5 are also in S*.

We will now begin to provide a formal proof showing that S€ is unlearnable. For any experiments
E = (o,Uy,...,U,0), where 0 € X, Uy,...,U; € Y,0 € Z, we have

€
tr (Mgy(Eh 0. 0 EL)(pD)) = (1 =€) (B Up ... UraUT ... U] |b) + S el d), (G7)
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€
d
Hence the two world models are weakly indistinguishable. It is also easy to check that the two
world models are not equivalent to one another, hence they describe different physical realities. By
Theorem A.8, if the two world models are equivalent, then there exists a unitary or anti-unitary
transformation U such that pUB =U pr —! for any quantum state 0. We can use this relation to
deduce that tr((p2)?) = tr((p2)?), i.e., the purity of the two states p2, pZ must be equal, for all state

e
o. However, for ¢ > 0 and pure state o = [¢))(¢)|, the purity of pZ is less than one, but the purity of
pUB is one. Hence, the two world models W4, WE are not equivalent.
Because &€ contains two weakly indistinguishable world models that are not equivalent to one
another, §€ is unlearnable according to Proposition E.2. Then using Proposition E.1, the monotonicity

of unlearnability, S is unlearnable because S¢ C S©.

tr (MB(EB o...0&F)(pB)) = (1 —€) (0| Up.. . UroUf .. .U b) + =, Vb e {1,....d}. (G8)

H. Learning under gate-independent noise on Clifford gates

We give the detailed proof for Theorem 5 in this appendix.

H.1. Review on unitary design for Clifford gates

We recall the following well-known fact on the unitary design property for Clifford gates. These
two properties will be used through the design and proof of the algorithm. Furthermore, we will be
using a substantial amount of tensor network manipulation, where only the final simplified results are
shown. Readers unfamiliar with tensor network manipulations could refer to reviews in [6, 9.

Lemma H.1 (Unitary design for Clifford gates [11, 49, 52]). Consider n > 0 to be the number qubits.
Let C be the set of all Clifford gates over n qubits and let d = 2. We have

1 I

il T2 _ ;

Cl Cgec CAC dtr(A), (1-design) (HI)
LS empotye = [tr(B)+ Str(SB) — ~Str(B) — 21tx(SB) ), (2-design) (H2)
o] 2 21 d d

where A is an 2™ x 2™ complex matriz, B is a complex tensor living in the tensor product space of two
2™ x 2™ complex matrices, S is the swap operator over the two tensor product components.

H.2. Learning noisy zero state, Clifford gate noise, and noisy basis measurement

Two sets of randomized experiments are conducted to learn about the noisy initial state pg =
|0™%0™|, the Clifford gate noise N' ~ Z, and the noisy computational basis measurement Mg =
{Mp}peqoayn with My =~ [b)(b|. The first set of N4 experiments prepares po, evolves by o for a
random Clifford C, and measures Mj. The second set of Np experiments prepares pg, evolves by Ec,
for a random Clifford C, evolves by ¢, for a second random Clifford Cs, and measures My. We
denote the two sets of experimental outcomes as

(€904 € fo.1)"), vi=1.. Na, (H3)
<C§B,z’)7C§B7i)7b(B,i> e {0, 1}n) , Vi=1,...,Ng. (H4)

We will also define the POVM M’ = {M] = NT(M,;)}pe(o,13» which is equivalent to applying the
Clifford gate noise N followed by measuring the noisy computational basis measurement M,.

In the following, we will denote d = 2™, f = (0"| po |0™), g = éZbe{o,l}n (b] My |b), I[A] to be the
indicator function, i.e., I[A] = 1 if A is true and I[A] = 0 if A is false. Because f is unlearnable, we
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can set f to whatever value we want. One practical choice is to set f = 1 since pg = |0")0"|. Under
the assumption that po ~ [0")(0"| and M} = N'T(M,) ~ M, = |b)b|, we can consider

0.9,1], (| M|y €[0.9,1.1], g== > (b Mj|p) € [0.9,1.1]. (H5)

be{0,1}n

SHN

= (0" po |0") €

This follows from the fact that the noise is bounded.

H.2.a. Learning noisy basis measurement conflated with Clifford gate noise

We now construct various estimators that characterizes the POVM M’ = {Mj}yeq0,13»- We start
with the simplest estimator,

tr(M]) —NAZdﬂ[ Al)—b} (H6)

Using unitary 1-design property of Clifford gates, we have

E [@\Tg)] - |01| Czecdtr (Mgcpocf) = tr(M)). (H7)

Hence, we can estimate tr(M]) to arbitrarily small error with large enough N4. The next estimator is

slightly more complicated and uses tr(M}),

EP:‘F_II]gfﬂpM@:ﬁﬂOM”mﬂwﬂ«ﬂA%1——1_55@Tﬂ (HS)
b f— 1 Ny — f— % b
Using unitary 2-design property of Clifford gates, we have
d2 11
[MI;} i Z tr(M]C poCHCIOmMY0m | CT — = % tr(M])I = M,. (HY)

CEC

Hence, we can estimate the POVM element M) to arbitrarily small error with large enough N4
We will also utilize the following estimator to estimate g = 23, (0,13 (01 My [b).

1 - @111 ) A4 it Ay | _ 4= f
~_ = M — — ) Aj) | nn\/nn Ayt 1p(Ag o w— ) H1
7= > Wi W—ll I I = LT

be{0,1}»
The second equality follows from 3¢ rg 130 tﬁ_\) = d. From the equality in Eq. (H9) and linearity

of expectation, we have
(H11)

N 1
Efgl=2 > 0l =g
be{0,1}"

Hence, we can estimate the scalar value g to arbitrarily small error with large enough N4

H.2.b. Learning noisy zero state

If g is perfectly known, then the estimator for pg is given as follows

oy _ P11 A ity ean] 4§
* 5T y? y? )t —_ I. H12
A= G | (A e | 2 (H12)
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Notice that in the noiseless setting (¢ = 1), the above estimator is exactly equal to the classical shadow
representation based on randomized Clifford measurements [29]. Using the unitary 2-design property
of Clifford gates, we have

E [ (9%) } = 112 Z tr(M]CpoCHYCTBYB|C — (H13)

dg—1

Hence, we can estimate pg to arbitrarily small error with large enough N4 when g is perfectly known.
However, since g is estimated using ¢, we will use the following estimator instead.

@1 LA iy can| 4=
o = DY pADYHAD | CAD | I H14
B= o | O | - e (H14)

We use that fact that, with large enough N A, § can be made arbitrarily close to g. Because g € [0.9,1. 1]

9 9
from Eq. (H5), with large enough Ny, d and P 1 can be made arbitrarily close to d and jg -
respectively. Hence, with Eq. (H13), the estlmator po can be made arbitrarily close to pg with large

enough N4.

H.2.c. Learning Clifford gate noise

So far, we have only used the first set of experiments. We are now ready to learn the Clifford gate
noise A using the second set of experiments. We will use the Choi matrix representation of a quantum
channel. Recall that the Choi matrix of a channel N is given by

N =N @T)(Jw)wl), (H15)

where |w) = ﬁ > befoyn [b) @ [b) is the maximally entangled state over 2n qubits, T is the identity
channel on n qubits. We first estimate the state N'(I/d). The basic idea is to intentionally neglect
C’fB’Z) in the data. Then pg evolved under an unknown random Clifford gate C; followed by the gate
noise N is equal to the state N'(I/d) from the unitary 1-design property of random Clifford gate.
Then we can essentially use the same estimator as Eq. (H12) to learn the state N'(I/d). Assuming g

is known, then we can use the estimator,

) -1 1 & sy N 1 4_e

_ L N3 (Bia)y/p(Baa) | v(Bii) | d
N " = 5= [NB > (GNP | - G, (H16)

From unitary 1—design and 2-design property, we have
d_ 9
B (N0 | - x5 S ulnes@melehelic, - g —4r @
ChreC Cy GC g
= N(1/d). (H18)
Similar to learning pg, we only have an estimate for g given by §. Hence, the estimator we will use is
— 211 &5 (B.i) A N (B d— 19
T _ L NT 3(B,i)\/1(Byi) | ~(By) | d g H1

N = 5= [NB N N (H19)

With large enough N4, ¢ can be made arbitrarily close to g. So, from Eq (H18), the estimator /\m)
can be made arbitrarily close to N (I/d) with large enough N4 and Np.
We now present the estimator for the Choi matrix of N. We will begin by assuming that g is

perfectly known, then we will approximate g by g. The estimator a(g*) is defined as

5\(9*) _ (d2 - 1)2 L %B: ((C(B’i))f|b(B”')><b(B’i)|C(B’i)> 9 (C(B,i)‘On><0n|(C(B7i))T>T
N T -y - 1) [Ny &\ 2 ! !

(H20)
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(d—1)(d—9) 14 7 — (99
@ = )dg= 1) [I@I]—f_é [N(I/d) ®I]. (H21)
Using unitary 2-design property of Clifford gates and Eq. (H18), we have
* 2
RT3 e e Gl (H2)
C1eC (s EC
T
x (oo ) @ (calomyorict) (H23)
@-Ha-4) . 1-4
— I®I—- N({I/d)® I H24
@~ Da -1 —pVu 2y
=Dy (H25)

Similar to before, we only have an estimate for g given by §, so we will instead use the following

estimator, i.e., replacing all g by ¢ and m)(g*) by m)

Fr= DL SR (om0 o (B oo | o)
@ -1 | Ny 25 (2 | 1 1
=Yg . 1-h
(df —1)(dg — 1) [ ®1] f_é [N(I/d)(@d- (H27)

With large enough Ny, Np, ¢ and /\m) can be made arbitrarily close to g and N(I/d). So, from
Eq (H25), the estimator 6; can be made arbitrarily close to ®r with large enough N4 and Ng. With
the estimator for Choi matrix a, we can obtain the estimator A for the original CPTP map N by
applying the linear invertible transformation between Choi matrix and CPTP map.

H.2.d. Learning noisy basis measurement

After learning ® s through the estimator 6;, we can obtain the noisy computational basis mea-
surement Mo = {Mp}yef0,13» by considering the following estimator.

_ (1\7*) ML Whe {0,103, (H28)

Note that Z\/J\é can be made arbitrarily close to M| = N t (M) and N can be made arbitrarily close to
-1 _
N. Because N is assumed to be close to the identity, the difference between (N T) and (N T) !

be made arbitrarily small by increasing N4, Ng. Hence, ]\/4\1) can be arbitrarily close to M; with large
enough N4, Np.

H.3. Learning any state, CPTP map, and POVM

After learning pg, N, My, we present the learning of any physical operation in the system. The
procedures are very similar to the previous subsection.

H.3.a. Learning POVM

Given any POVM M, = {M;}ep, where B is a set denoting all the possible outcomes. We can
learn M, by conducting the following randomized experiments for IV, times: prepare pg, evolve under
Ec for a random Clifford gate C, measure M,. We denote the sets of experimental outcomes as

<C(z,i)’ pi) ¢ B) . Yi=1,...,N.. (H29)
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The procedure is very similar to that for learning My. First, we consider the POVM M/, = {M], =
NT(M_b)}pes, which conflates M., with the Clifford gate noise A”. We can learn M, using the following
estimators based on the data we obtained.

(M) = Zd]l b =) (H30)

1—

Ul

o —

tr(M/,)1. (H31)

Yy d —1 1 - 2,0 2,8) | \/N" 2,0
My=F1 [MZH[M = b] D 0mon|(CD)!

S~

Ql—

Using the same analysis as Appendix H.2.a, we can show that ]\/JZ7 can be made arbitrarily close to
M!, with large enough N,. Then similar to Appendix H.2.d, we can learn M, using the following
estimator after obtaining N from the algorithms presented in Appendix H.2.c.

—_

= (/\7*)_1 M, WbeB. (H32)

With large enough N4, N, N,, we can make ]\/4; arbitrarily close to M.

H.3.b. Learning states

Given any state p,. We can learn p, by conducting the following randomized experiments for NV,
times: prepare p,, evolve under E- for a random Clifford gate C, measure My. We denote the sets of
experimental outcomes as

(C(m), b ¢ {0, 1}n> , Vi=1,...,N,. (H33)
We can obtain an estimate for p, using the following formula.
dg—1 | N, & dg—1

With large enough N, N, N, we can make p, arbitrarily close to p,. The analysis is the same as
that in Appendix H.2.b.

H.3.c. Learning CPTP maps

Given any CPTP map &,. We can learn £, by conducting the following randomized experiments for
N, times: prepare pg, evolve under ¢, for a random Clifford gate C1, evolve under &,, evolve under
Ec, for a different random Clifford gate Co, measure My. We denote the sets of N, experimental
outcomes as follows.

(G090, 40 € fo,117) Wi=1.....N, (135)

We first learn the quantum process 52’1 = &, o N, which conflates £, with the Clifford gate noise
N. Following the same analysis as Appendix H.2.c but replacing N by &, we define the following
estimators.

Ny

P2-1]1 (w0)\ 1 |7, (9i e
Ji . ; vi)ypwd)| oW | - = d H
ST = G | 7 L - (H36)
B (d® —1)° L™ (o s 000 o (odgmgr oy
= D D) | W 2o (G e (e ie )

(H37)
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@-}d-g) -
(df —1)(dg — 1) [ ® I f_é [N(I/d)@[]. (H38)

With large enough N4, N, N,, we can make gg\é arbitrarily close to (I)gé, the Choi matrix for the

CPTP map &,. Hence, we can obtain the estimator éz for £, by transforming the Choi matrix back
to the CPTP map. Now we simply need to invert the conflation with A/ by considering

~

&y=Eo(N)L. (H39)

-1
Because the Clifford gate noise N is assumed to be close to the identity, the difference between (/\/ T)

and (N T) ~! can be made arbitrarily small by increasing N4, Np. Therefore, we can make the difference
between gy and &, arbitrarily small with large enough N, Ng, N,,.

H.4. Sample complexity for learning Clifford gate noise

All the previous analyses could be equipped with rigorous convergence guarantee using concentra-
tion inequalities similar to quantum state/process tomography based on randomized measurements
[22, 45]. As an example, we present the sample complexity for learning Clifford gate noise N with
N(I) = 1. The reconstruction of " under the condition N'(I) = I was previously studied in [26, 33, 41],
where learning algorithms based on interleaved randomized benchmarking [36] have been devised. We
will show that the proposed algorithm is much more efficient than the best known sample complexity
of O(d®) in [26] for learning the Choi matrix @ up to a constant error in Hilbert-Schmidt norm.

Under the assumption that N'(I) = I, we do not need to estimate N'(I/d) because N'(I/d) = I/d.
Hence, the estimator in Eq. (H27) simplifies to

- 1f(<C(B’“>*Ib‘B’”xb(B’”!C(B’“)®(C‘B’“10”><0”r(c<37">>T)T (H40)
(df ~D(dg—1) | Np &\ 2 i i
_ [@d=3)d=9) 14
@—ng—n PN et (H41)

Furthermore, using the definition of § in Eq. (H10), we see that

Na
(df . 1)(d§ o 1) _ (d2 o 1) (d []\:;A Z <b(A,2)‘ C(A,i)’onx()n’(c(A,i))T ‘b(A,l)>] _ 1) (H42)

i=1
is independent of f. Furthermore, we can simplify the coefficients for I ® I using
L Wd-gd-g - -3 1 (H43)
(df =1)(dg—1) df =1 (df =1)(dg—1) = d*
which is also independent of f because (df — 1)(dg — 1) is independent of f. We can now rewrite the

estimator 5} as the following f-independent expression,
B, i N ~(Bi Bi) i nmvomt s (Byi)aa ) L
Ny 20 (82 pEoyu@a|ci®D) @ (ofjomyon 7))
a5 N4 pA0] CaDjomyon|(CAn)t )] — 1

(1/d) @ (1/d)
a5 M (BAD] CAD 0 0m (CAD)T ptA)] — 1

Tx = (- 1) (Ha4)

—(d>=1) + (I/d) & (I/d). (H45)

We will now present the algorithm for estimating ®ar under the Pauli basis. Consider two n-qubit Pauli
operators P,Q € {I,X,Y, Z}®". We would estimate tr((P ® Q)®,r) based on the above expression
for ®5r. The estimation procedure is separated into three cases.
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Hja P=TandQ@Q=1

This is the simplest case. Because @, is a quantum state, we have tr(®,) = 1. Hence, we can
obtain a perfect estimate for tr((P ® Q)®xr) as it is always one.

H./.b. Ezxactly one of P and Q is equal to I

This is also a simple case. Recall that a non-identity Pauli operator has trace equal to zero. Then,
using the definition of Choi matrix ®x and N (I) = I, we have

tr((P® Q)®y) = 0. (H46)

Hence, we can obtain a perfect estimate for tr((P ® Q)®r) as it is always zero.

Hic. P#ITandQ #1

Using the fact that a non-identity Pauli operator has trace equal to zero, we have

- 1 N (Bi) C(B’i)P C(Bai) t1p(Bii)y (on C(Bvi) T Tc(Bai) on
t(P®Q)®y) = (d*— 1) 2= 21:1<1 ’N2 LSS e AL S L
ax S (pAD] Doy om (CAD) ptAD)] -1

. (H47)

We will directly use the above formula to estimate tr((P ® Q)®xr).
To analyze the error in the above estimator, we separately consider the convergence of the numerator
and the denominator. We begin with the denominator,

Na
1 o A A
o [NA D (A ctDpryon ety b“’”>] ! (H15)
=1
Na
= 7 2 [0 Ao (C AN A0) 1] (H49)
i=1

Lemma H.2 (Concentration for the denominator). Fiz e > 0. Given Na = O(1/€?). With probability
at least 0.99, we have

(df —1)(dg —1)
(d—1)(d+1)

‘y — < e, (H50)

where U=D(d9=1) ¢ [0.21,1.21] from Eq. (H5).

(d—1)(d+1)

Proof. Let V; = d (4D A9 |om)om|(CAN)T p(A4D) — 1. From unitary 2-design of random Clifford
gate, we have the following identity,

(df —1)(dg —1)
d—1)(d+1)

EVi] = (H51)

Then, using the unitary 3-design property of random Clifford gate [49, 52] and the conditions in
Eq. (H5), we have

1

Var[yi] S @

ST S w(M{CpChd((b] ClOMYOM T [B))? = O(1). (H52)
CeC bef{0,1}n

The claim then follows from )Y = NLA Zfi Al YV; and Chebyshev’s inequality. O
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Next, we can analyze the numerator,

1 s

i B, B.,i i n Bi,i Bii n
X = Ny Z(d2 —1) <b(B, )| C’é )P(Cé ))T |b(B’ )> (0" (CE ))TQTC£ ) 07 . (H53)
i=1

Lemma H.3 (Concentration for the numerator). Fiz 0.5 > ¢,§ > 0. Given Ng = O(d?log(1/5)/€?).
With probability at least 1 — 9,

(df —1)(dg —1)
- (d—1)(d+1)

tr(P® Q)Pn)| <, (H54)

where % tr((P® Q)®n) € ]0.21,1.21] from Eq. (H5).

Proof. Let X; = (d2 — 1) (0B c{BD PPNt pBD) (on] (C{ZN1QT P |0m). From unitary 2-
design of random Clifford gate and the fact that non-identity Pauli has trace zero, we have,

(df —1)(dg — 1)
(d—1)(d+1)

E[X;] = tr((P © Q)Pw). (H55)

Because C’éB’ ? is a random Clifford gate, C, t is proportional to a random non-identity
Pauli {I, X,Y, Z}®"\ {I®"}. If CSB ) (Cé ’l))Jf is not proportional to a Pauli-Z operator {I, Z}®"
then &; = 0. Similarly (C’%B’i))TQTCﬁB’i) is proportional to a random non-identity Pauli. And,
C{B’i)QT(CfB’i))T is not proportional to a Pauli-Z operator {I, Z}*", then X; = 0. Because C7, Cy are
independent random gates, we have X; # 0 with probability at most

d-1) (d—1) 1

= ) H56
(@—1) " (@=1)  ([d+1)72 (H56)
Furthermore, we have |X;| < (d? — 1) with probability one. Therefore, we have
1
<E[X?] < ?—1)*=(d-1)*<d. H
Varl) < EIXY) € gy x (@ - 1P = (d = 1) < (H57)
From Bernstein’s inequality and the definition that X = NLB ZfiBl X;, we conclude the proof. O

We can now establish the following statement.

Lemma H.4 (Combine numerator and denominator). Given 0 < € < 0.1. Assume Eq. (H50) and
(H54) both hold. Then

‘ —tr(P®Q)Pxr)| < 155e. (H58)

Proof. The proof follows from the following analysis.

X X X X
v tr((P ® Q)@N)' < Y T @ @D Tl @y tr((P® Q)Pn) (H59)
@=1)(dr1) CESVICESY
1 1
( )(d )
df — 1
+5'x- (({z ;Edﬂ)) (P ® Q)d) (H61)

< 1.5 X 100€ + 5e = 155e. (H62)
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The first line uses triangle inequality. The second inequality uses the fact that

(df —1)(dg—1) (df —1)(dg —1)
d—1)d+1) (d-—1d+1)

The third inequality uses Eq. (H63), the condition that 0 < e < 0.1, and

tr((P ® Q)®y) € [0.21,1.21]. (H63)

1 1 1

a b’ < min(a, b)? x|

a—>b|,Va,b>0. (H64)

This concludes the proof. O

H.j.d. Final result

Recall the following Pauli basis representation of an 2n-qubit quantum state,

(P®Q)

=Y u(PeQty)

P?QG{I)X7Y7Z}®TL

(H65)

We can learn the coefficients tr((P ® Q)®xr) using the above strategy. We denote the estimated
coefficients as 6(®ar, P, Q) € R. We can then obtain a reconstruction for ® s as

Dpr(Na, Np) = > o(D s PQ)(P®Q)

PRe{I,X)Y,Z}on

(H66)

We can now combine the previous results to show the sample complexity to learn the Choi matrix of
the Clifford gate noise ® s up to € error in Hilbert Schmidt norm.

Theorem H.5 (Sample complexity for learning Clifford gate noise). Given 0 < € < 0.1d. Assume the
noise is bounded as stated in Eq. (H5). With Ny = O(d?/e?) and Np = O(d*log(d)/€?),

H@BN(NA,NB) _ (I)NHHS <e (H67)

with probability at least 0.99, where || X ||yg = tr(X?) is the Hilbert-Schmidt norm (Frobenius norm).

Proof. Let ¢ = €/d. We can employ union bound and Lemma H.2, H.3, H4 to show that given
Ny = O(1/()?) = O(d?/€?) and Ng = O(d?log(d)/(¢')?) = O(d*log(d)/e®) and 0 < € < 0.1, we
have

|6(Ppr, P,Q) —tr((P @ Q)Pp)| < € =€/d, (H68)

with probability at least 0.99. Therefore, we have

- 1 .
|evane —en| = |5 X l@nPQ-u(PeQey)P < (HG)
P,Qe{l,X,)Y,Z}®n

with probability at least 0.99. This concludes the proof. ]
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I. Foundations for predicting extrinsic behaviors

Recall that Definition C.6 considers the predictability of properties in the world model. Here,
we refer to a property as a function that maps a world model to a real value. Given action spaces
X,Y, Z and an outcome space B. There is a class of properties that are guaranteed to be predictable:
the probability of an outcome b € B for an experiment specified by the sequence of actions = €
X,yt,...,y0 € V,z € Z. We refer to such properties as the extrinsic behavior of the world model.
Formally, this class of properties is given in the following definition.

Definition I.1 (Extrinsic behavior of world model). Given action spaces X', ), Z and an outcome
space B. We consider extrinsic behavior to be a set of properties F = {f : W — R}. For any f € F,
there is an experiment £ = (x € X,y1 € V,...,ys € Y,z € Z), and an outcome b € B, such that

FOV) = te(Mep(Ey, 0 - - 0 £y, ) (), (1)

behav)

for any world model W = ({pz}zex, {Ey}yey, {M:}.cz). We refer to f in the set as fé’yhm’y[%b.

In the following, we give several fundamental results regarding the task of predicting extrinsic
behaviors. In particular, we will give rigorous guarantee for existing gate-set tomography protocols in
terms of learning the extrinsic behavior of the world model.

I.1. Hardness in predicting extrinsic behaviors

The goal of this appendix is to prove the following theorem.

Theorem 1.2 (Worst case complexity for predicting extrinsic behaviors; Restatement of Theorem 3).
Consider finite sets X,Y, Z,B with |B| > 2 and |B| = O(poly(|X|, |V],|Z]|)). Given e,L > 0. For any
model class Q over X,Y, Z, B, there is an algorithm that uses

5 (1XIY["|2]
o (1] (12
experiments to accurately predict fibjlh?gL LoOWV) up to e-error for all x € X,y1,...,yr € Y,z €

Z.,b € B with high probability. Furthermore, there exists a model class Q over X,Y, Z B such that

0 (W) (13)

€

experiments are required to accurately predict f(behav) (W) up to e-error for all x € X,y1,...,yr €

TyY1,-YL,Z5b
Y,z € Z,b e B with high probability.

The first part of the theorem is straightforward. We consider the algorithm that runs through all
possible experiments with L CPTP maps. For an experiment specified by x € X, y1,...,yr € Y,z € Z,
the algorithm performs each of the experiment for a number of

KZO(mumwmawU (1)

€2

times. For any world model W € Q, using Hoeffding’s inequality, the K experimental outcomes can
be used to estimate the probability of an outcome b € B for the experiment F = (z,y1,...,yr, 2), i.e.,

fibjlhﬁ‘.’)“ _,(W), up to an error € with probability > 1 — 1/(10[X||Y|*|Z||B|). Using union bound,
behav)

with probability > 0.9, we can estimate fi o 2 ,(W) up to an error € for all x € X, y1,...,y1 €

Y,z € Z, b e B. The total number of experiments used by the algorithm is
IXIWILIZIIO»%(!XIWILIZ|B|)> _ (Xlly!LIZ\>

- 2 (I5)

XIVIF|2|K =0 (
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because of the assumption that |B| = O(poly(|X], ||, |Z]))-

The second part of the theorem is more nontrivial. For this part of the proof, we will only utilize
two elements in B, which we denote as by, b;. We begin by constructing a model class ©. The model
class @ contains a null world model W, given by

pa = [0)0], Vo € X, (16)

&y(p) = |0X0]; Yy e, (I7)
1

My = 51, Vi€ 2, (18)
1

My = 51, Vi€ 2, (19)

M., =0, VZEZ,VbEB\{bo,bl}, (110)

where I is the identity operator. The model class Q also contains another 2|X||Y|%|Z| world models
Wai,.yp,z,s indexed by x € X, y1,...,y, € Y,z € Z,s = %1 satistying

par = |0XO], Vo' e X\ {z},  (I11)
pa = [1)(1, (112)
Ey, ([EXED) = €+ 1K + 1], VI<(<L, (I13)
Ey(16)e]) = [0XO0l, VO<U<L+1l,yed stVI<l<Ly#yr, (114)
1
Mepy = 5 (1 + 3selL + 1)L + 1), Vze Z, (I15)
1
My, = 5(1 = 3se|L + 1XL + 1), Vze Z, (116)
M., =0, Vze Z,Vb e B\ {bo,bl}, (117)

For the null world model W, the outcome distribution is always a uniform distribution over by, by
for any experiments. For world model W, 4, . ., -, only for one experiment, i.e., when we consider

E = (z,y1,...,yL, %), the outcome distribution is a biased distribution over by, b1, in particular, we see
bo with probability % + %se and by with probability % — %SE. For all other experiments, the outcome

distribution is again a uniform distribution over by, b;. We will also denote Wy o, ..y, 2,s a8 WEg s,
where E = (z,y1,...,yL,2) iS an experiment.

We consider the true world model to be Wy with probability 1/2 and be W, 4, .4, - s for a particular
choice of x € X, y1,...,yr, € Y,z € Z,5 = +1 with probability 1/(4|X||Y|*|Z]|). If there is a learning
algorithm that could accurately predict féb;l haVLL z,b(W) up to e-error for all x € X, y1,...,yp € Y,z €
Z.b € B, then the algorithm can be used to check if the true world model is equal to W,. Recall that for
W, all experiments yield an outcome probability distribution that is uniform over {bg, b;}. For world
model in @\ {Wp}, the probability for one of the experiment specified z € X, y1,...,yr € Y,z € Z
will be a biased distribution. Hence, we can determine whether the true world model is equal to Wy
by checking if for all z € X,y1,...,yr € Y,z € Z, the probability to obtain both by and by are close
to 1/2. This enables us to map the learning problem to a two-hypothesis testing problem. And the
question becomes:

How many experiments are required to test if the true world model is equal to Wy?

We will utilize the proof techniques given in [9, 30] to answer the above question.

A learning algorithm is represented by a tree where each node represents the collection of data
received from all prior experiments. Each edge is label by an experiment E and an outcome b €
{bo, b1 } from that experiment. We only consider outcomes {bg, b } because the other outcomes happen
with zero probability by construction. The probability for traversing that edge is the product of the
probability for experiment E using the learning algorithm and the probability for seeing the outcome
b for the experiment E. The depth T of the tree is the total number of experiments conducted by the
learning algorithm. After conducting T experiments, we will arrive at a leaf node of the tree. The
probability to arrive at a leaf node depends on the true world model.
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We consider two events: when the true world model is Wy, and when the true world model is not
equal to Wy. We distinguish the two events based on the data we collected from the T experiments,
i,e., which leaf node has we arrived at. In order to successfully distinguish between the two events
with a constant probability, we need the total variation distance of the probability distribution over
the leaf nodes to be of £(1). Formally, this is known as LeCam’s two point method.

Each leaf node ¢ is specified by the path from root to the leaf node, which is a sequence of T'
experiments and their corresponding outcomes. Hence, we write each leaf node as {(g, 3,)... (Er.81);
where ; € {bg,b1} C B. For the null world model W), the probability of a leaf node is given by

T

1
pWO(E(EI:BI)“':(EngT)) = H <2p(E17/81)-“7(Et—17,3t—1)(Et)> ) (118)
t=1

where p(g, g.)....(E,_1,8._,)(E¢) is the probability that the algorithm would perform the experiment F;
when the algorithm have run ¢ — 1 experiments Fi,..., F;_1 and the corresponding outcomes are
B1,--.,Bt—1 € {bo, b1 }. For the alternative world model WE g, the probability of a leaf node is

T

1 )
Wi (B B (B Br)) = H (2 (14 3s€dp,. Slgn(ﬂt))p(El,gl)...,(Et_l,,Bt_l)(Et)> , (I19)
t=1

where sign(8;) = 1 if 5; = by and sign(5;) = —1 if B = by. We can now write down the total variation
distance between the probability distribution over the leaf nodes under the two events (true world
model = W, or true world model # W),

1
¢ £: Pwyq (K)Z]EE,S pWE,s (Z)

< > pw (O < 1, (121)
& pw, (O Zpwy  (£)

where the parameter 7 satisfies

IEE',S pWE’S (6)

> 1 —n,Vleaf node /. 122
Pwy (E) N 7 ( )

We will now find a parameter 7 that satisfies the above condition. Given £ = {(g, 5,).. (E;sr), We have

EE,spWE S(ﬁ) E ﬁ (1 + 3566 . (/3 )) (123)
—_— Y = S€ sign
e (0) el E¢,E S181{ ¢
T
= g“E exp Z log (1 4 3sedg, E sign(ﬂt))] (124)
® t=1
T
> exp Z log (14 3sedp, E &gn(ﬂt))] (125)
7=
o
=exp |5 ;IEElog (1- 9625Et,E)] (126)
1 1
> _ - _ 2
> exp E Z XDIEIZ] log (1 — 9¢ )] (127)
> 2
| Z T 2
2
51 L. (129)

T XIYIFIZ]
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The third line is Jensen’s inequality. The fourth line uses the fact that s = 4+1 uniformly. The fifth
line uses the fact E is distributed uniformly over x € X, y1,...,yr € V,z € Z. The second-to-
last line uses log(l — z) > —2z,Vx € [0,0.79] which is satisfied given € < 0.29. The last line uses

exp(z) > 1+ z,Vx € R. Together, we can choose n = #IGLQIZI and we have established
o) <Tv < 2T (130)
B N

We have thus proved that the number of experiments must be at least T = Q(|X||V||Z]|/€?).

J. A general theorem for predicting extrinsic behaviors

In order to avoid the worst-case complexity proved in the previous subsection, we need to make
stronger assumption about the true world model. We present one such assumption that is closely
related to the assumption used in existing gate set tomography protocols [4, 7, 20, 39]. Intuitively,
the assumption is that we can efficiently find a complete set of states that span the set of states we
can generate using the world model, and a complete set of POVM elements where its span include the
complete set of states. In the worst case, such as in the world models we constructed in the previous
subsection, we cannot find a complete set of states and POVM elements efficiently. As a result, we
see that the optimal complexity scales very badly (exponentially in L).

Before presenting the assumption, we will recall some basic concepts. Given a world model W =
({pz}eex, {€}tyey, {M:}:e2). We can compose a state p and a CPTP map £ to prepare new state
E(p). Similarly, we can compose a POVM M and a CPTP map £ to compose a new POVM Mo &
that is equivalent to first applying £ then measure using M. We refer to the states that could be
prepared by composing a finite sequence of CPTP maps &£, on some initial state p, as states that
could be generated in W.

J.1. Assumptions

We assume that we have found a linearly independent set of composed states {p1,..., px, } such
that span(p1,...,pK,) contains all states that can be generated in W, where span(...) consider all
linear combinations with real coefficients. This is equivalent to stating that for any state p that can
be generated in W, there exists a unique set of coefficients a, ..., ax, € R satisfying

K
p= Z Ok Py - (Jl)
ki=1
Because p and p, for all k; € {1,..., K;} are quantum states, we have Zkl ag, = 1. We consider

R; > 0 to be the constant such that

K
> law| < R (J2)
k1=1
for any quantum state p in span(p1, ..., px, ).
Remark 4. Ry < oo because a finite-dimensional quantum state space is compact.
We also assume that we have found a set of composed POVM elements { My, ..., Mk, } such that
span(py, ..., px,) C span(Mji, ..., Mg,). This assumption implies that for any a, o’ € R¥1 | if

K1 Kl

Vky € {17 s 7K2}atr Mk’2 Z Qfy Pk | = tr Mk’2 Z a?clpk’l ) (J3>
k1=1 k1=1
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then o = /. In particular, we consider Ry > 0 to be the constant such that

- K2 Ky - Ky /
Ha o Hl < Ry Z tr Mk2 Z Qg Py tr Mkz Z Qg Pl (J4)
ko=1 ki1=1 ki1=1

for any a, o’ € RF1.

Remark 5. Ry < oo because the homogeneity of Eq. (J4) enables maximization to find Ry over the
compact space ||a — /||, = 1.

J.2. Learning a frame

We are now ready to present an efficient learning algorithm that can be used to predict the extrinsic
behavior of the world model W. For each ko = 1,..., K5, we consider the POVM element M}, to be
a unit vector in Ko-dimensional vector space,

Mk2 - ék‘Q' (J5>
For each k1 =1,..., K1, we consider the state pg, to be a vector wy, € R&2,
K>
Py = Wiy = Z Wiy i €y s (J6)
ka=1

where wy, , is an estimate for tr(My,pg, ), such that
Pr{ [w, by — 0 (Mo, )| > €w ] < 6. (J7)

We can obtain an estimate wy, x, with the above guarantee using O(log(1/4)/&2,) experiments. We
simply prepare pp, and measure the POVM associated to My,, then compute the average of the
indicator function on whether the POVM element Mj, is the outcome. Because indicator function of
an event is a bounded random variable, Hoeffding’s inequality gives us the above rigorous guarantee.

J.3. Learning states

For the initial states p, with x € X, we represent p, as a Kj-dimensional real vector

Ki

Po — Vg = Z Vg oy €k 5 (J8)
k1=1

where v, is an optimum of the following optimization problem

K Ko
OPT(v;) = . min Z ey Wiy — Z Ul o Cha || (J9)
a€eR™1 ||lal; <R, P P
Zi{ll:l ag; =1 !
and v}, is an estimate for tr(My,p;), such that
Pr [ |v}, 4, — tr(Mpypa)| > & ] < 0. (J10)

Because the above optimization is a convex optimization, one could solve for «, efficiently. The
purpose of the optimization problem is to project the vector 2522:1 Ué7k2ék2 onto the space spanned
by vi,...,vk,. For a fixed €,,0 > 0, the total number of experiments for learning representations of
the states is O(K2|X|log(1/68)/é2).
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J.4. Learning CPTP maps

For the CPTP maps &, with y € ), we represent £, as a Ky x K real matrix of the form

K1 K

Ey = Ay = Z Z Ay,kl,k’léklégll, (J11)
ki=1k]=1

where for each fixed value of &k}, the K;-dimensional vector Ayv(’)ﬂk’l is an optimum of the following
convex optimization problem

K K>
OPT(A, () ) = min D ogwr, = YA ey (J12)
! a€RX1 |||, <R: e
o M= ka=1 L
Ly =1 oy =1
and A; ko ke 1S an estimate for tr(Mp,Ey(py)), such that
) g
Pr [ 4] 4,0 — r(Mi&y(oi))| > a | <0 (J13)

Similar to before, the purpose of the optimization is to project the vector Zi?:l A; ko k’lék2 to the

space formed by vi,...,vk,. For a fixed €4,0 > 0, the total number of experiments for learning
representations of the CPTP maps is O(K; K2|Y|log(1/8)/é%).

J.5. Learning POVMs

For the POVM elements M., with z € Z,b € B, we represent M, as a Kj-dimensional real vector

Ki

Moy = uzp = ) Uz by €k (J14)
k=1

where up 1, is an estimate for tr(M,,py, ), such that
Pr[ \ung’kl — tl"(Mszkl)| > €y ] < 4. (J15)

For a fixed €,,6 > 0, the total number of experiments for learning representations of the POVMs
is O(K1|Z|log(1/8)/€2). The reason that we don’t need an extra factor of |B| is because when we
measure the POVM M., we can simultaneously estimate c, 1, for all b € B.

J.6. Prediction procedure and rigorous guarantee

During the prediction phase, we predict the probability for obtaining an outcome b € B after
running the experiment E = (z,y1,...,yr, 2) to be

ul,PA, P...PA,v,, (J16)

where P is the projection to the convex set {a € R¥1[Y, g, = 1,]lall; < Ri}. We now give a
rigorous performance guarantee for this algorithm.

Theorem J.1 (Predicting extrinsic behaviors; Restatement of Theorem 4). Assume that we have
found a complete set of linearly independent states and POVMs. Using the proposed algorithm, we can
predict tr(M(Ey, 0...0 &y, )(pz)) to € error for allx € X,y1,...,yr € Y,z € Z,b € B using a total
of

o (WL+EPLL121) o)

€2

experiments, where @() neglects logarithmic factors and considers K1, Ko, R1, Ro to be constant.
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J.7. Proof of Theorem J.1 — Step A. Representations of target outputs

From Eq. (J1) and (J2), Vo € X', we can write p, as

Ky

pr =D Vs Phas (J18)
ki=1

for some Ki-dimensional vector v} with |[v}|; < Ri. Similarly, Eq. (J1) and (J2) shows that for any

ki € {1,..., K1}, we can write &,(py) as

K,

gy(Pk’l) = Z A;kl,kllpku (J19)
k1=1

for some Ki-dimensional vector AZ oY with HAZ van < R;. Using this representation, for an
) sy ) )

experiment specified by x € X, y1,...,yr € V,z € Z, the probability to obtain the measurement
outcome b € B can be written as

Ki

tr(Map(Eyy 00 E)(pa) = S (AL, oo Al 02y tr(Mappry) = (uly)T AL, . AL 0k, (J20)
k1=1

where we let “z,b,kl = tr(M.ppr, ) and uly = Zkl u;b7k1ék1.
J.8. Proof of Theorem J.1 — Step B. Error analysis for the learned representations

We begin by comparing the two vectors v} and v,, where v, is the representation learned from
experiments; see Eq. (J8). We can bound the difference as follows,

K2 Kl
H’U:T: - Ule < Ry Z tr(MkaSE) - Z Uz k1 tr(Mkakl) <J21>
ko=1 k1=1
Ko Kq
< Ry Z Vg ey — Z Vg oy Wit k2| + € + [V ly €w (J22)
ko=1 ki=1
= RoOPT(vy) + Ro K> (€, + ||vz |1 €w) , (J23)
< Ro K (€v + [[vzlly €w) + ReKa (€v + [[vally €w) (J24)
S 2R2K2 (gv + Rng) ) (J25)

with probability at least 1 — (K2 + 1)d. The first line follows from Eq. (J4) and (J18). The second
line follows from Eq. (J7), (J10), and union bound. The third line follows from Eq. (J9). The fourth
line follows from considering @ = v} in the optimization problem given at Eq. (J9), and utilize the
following bounds,

K1 K2
* / A
Z Ux,kl wkl - Z Ux,kz ek’Q <J26>

k1=1 ko=1 1
Ko K
<D 1D vik r(Migpr,) — tr(Miyp0) | + Ko (&0 + |03, &) (J27)
ko=1 |k1=1
K>
= > [r( My pr) = t0(Miypi)| + Ko (& + V31 &) = K2 (& + [V} ] &) - (J28)

ko=1
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The last line follows from |[v}]; , [|vz]l; < Ri.

We can compare Az,khk’l and Ay7k17k’1 by employing the same analysis and replacing Eq. (J18)
with (J19), Eq. (J8) with (J11), Eq. (J10) with (J13), and Eq. (J9) with (J12). For all y € Y, k] €
{1,..., K1}, the analysis shows that the following,

HAZ,(-),k; — Ay ()4 H1 < 2Ry K (€4 + Roéw) (J29)
happens with probability at least 1—(K3+1)d. And recall from Eq. (J15), we have |z p g, —u} 5, | < €u

with probability at least 1 — §. Together, with probability at least 1 — |X|(K2 + 1) — |V| K1 (K2 +
1)6 —|Z||B|6 = 1 = ((|¥] + K1 [YV[)(K2 + 1) 4+ [ Z]|B|)d, we have

K
D 0k ks — Vet | < 2RaKa (6, + Roéw), Vi e X, (J30)
k1=1
Ky
> As g = Ay | < 2R2Ks (€4 + Rofy) Vy € Y, Vki € {1,..., K1}, (J31)
ki1=1
U5 gy — Uzpkr | < Eus Vze Z,beB,Vk € {1,...,K1}. (J32)

This provides a set of error bounds for the learned representations.

J.9. Proof of Theorem J.1 — Step C. Error analysis for the prediction

We will now analyze the difference between the prediction and the true answer. We first define a
linear function mapping a Kj-dimensional vector o to a matrix

K
= Z Okq Py - (J33)
ki=1
Because pg, is a quantum state, we have
lp(a)ll; < Z |k, o [y = Nl - (J34)

k1=1

Note that ||p(c)||; is the trace norm for a matrix, while ||a|; is a vector one-norm. For an experiment
specified by x € X, y1,...,yr, € Y,z € Z, the difference between the probability for obtaining b € B
and the predicted probability is

[ulyPA,, P...PAy v, — (ul) A% .. A% vl (J35)
< max sy — uzb,kl} |PAy, P...PAy vl (J36)
+ Itr( Myp(PAy, P ... PAyvg)) — tr ( sz(A* AL ) | (J37)
< &R+ ||p(PAy P ... PAyv.) — p(A;, .. Aj vh)], - (J38)

The first inequality is a telescoping sum with a triangle inequality. The second inequality follows from
Eq. (J32) and the fact that [[M], <1
We will now analyze the second term in the above equation. We will prove that

Hp(PAyLP...PAylvx) — p( y1 vl Hl (J39)
< 2R9 K> (gv + Rggw) + 2LR1R2K2 (EA + Rzﬁw) (J40)

by induction on L. For the base case L = 0, from Eq. (J30) and Eq. (J34), we see that

lp(ve) = p(vp)lly < flve —vzlly < 2Ro Ky (€0 + Raéw) . (J41)
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Suppose that the claim holds for L — 1. Then

|p(PA,, P...PA,v.) — p(4;, ... Ay o)) (J42)
< ||p(PA,y, (PAy,_, ...PAylvx)) — p(A;, (PAy,_, ... PAyv.))||, (J43)
+||As, (PAy, o P A = oAy, (A5, A0 (J44)
<||PAy, (PAy,_, ... PAyvs) — Ay (PAy,_, ... PAyv.)l|, (J45)
+ He‘yL (p(PAy, ... PAyv,— A% A% 00 H (J46)
Ki
< Z max ‘PAyL b — AT ok (PAy, ... PAyuvy)y (J47)
Ei=1
+ H pPA, o PAyvo, = A, As )| (J48)
< 2Ry RyKy (€4 + Raéy) (J49)
+ 2R9 Ko (gv + RQEw) + 2(L — 1)R1R2K2 (gA + Rng) (J50)
= 2Ry K> (gq, + Rggw) + 2LR1 Ry K> (€A + Rggw) . (J51)

The first inequality follows from triangle inequality and the linearity of p(a)). The second inequality
follows from the action of &, given in Eq. (J19). The third inequality uses two basic inequalities:
1A = A)al| < X, (max; [(A — A)ij] 5, ;). VA, A’ € REE o € R¥, and |€(X)]], < |X]), for CPTP
map £ and Hermitian matrix X. The fourth inequality uses induction hypothesis, Eq. (J31), and the
fact that Y, |(Pz)x| < Ry for any x € R,

J.10. Proof of Theorem J.1 — Step D. Putting everything together

Together, we consider the following parameter choices,

1

5 = 100((jX] + Fa|Y]) (K2 + 1) + | 2]1B]), (J52)
1 16LRR3K, (353)
Ew € ’

1 _ Sk (J54)
€ e
1 _ 8LRIRyK; (155)
€A € ’

1 4Ry

to ensure that with probability at least 0.99, for any experiment specified by z € X, y1,...,yr € Y,z €
Z, the difference between the actual probability for obtaining the measurement outcome b € B and
the predicted probability is bounded above by e,

[ul,PAy, P...PAy vy —tr(May(Ey, 0... 0 )(pa))| < e (J57)

By aggregating the number of experiments for learning a frame, states, maps, and POVMs, the total
number of experiment is of order

L’R?°RAK? + |X|R2K3 + L?| Y| K1 K3R?R2 + | Z|R°K
11289 ’ ‘ 2432 2‘ ‘ 189 i1 Iy ‘ ’ 1 1log(K2|X|—|—K1K2D/|+\Z||B|) (J58)

€

(IXHLZJ’IHZ!)

€2

(J59)

where @() neglects logarithmic contributions and considers K, Ko, R1, R to be constant.
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K. Related work

In this appendix, we present the connection of the theory developed in this work and existing
works. We will refer to basic concepts developed in some of the previous appendices. In particular,
Appendix A on the definition of world models, Appendix C on the definition of model classes and
learning intrinsic descriptions, and Appendix I on the definition of predicting extrinsic behaviors.

K.1. Gate set tomography

The most relevant literature to the theory of world models developed in this work is gate set
tomography. Here we provide a brief review on gate set tomography. We refer the readers to two
comprehensive reviews on gate set tomography [20, 39]. Ref. [20] gives the basic concepts and [39]
provides both the fundamental ideas and recent progress on gate set tomography. An experimental
demonstration of gate set tomography is given in [4]. An open-sourced software for gate set tomography
has been developed in [15].

The main goal of gate set tomography (GST) is to characterize how quantum processes and logical
gates affect the qubits in the device. This is closely related to the task of quantum process tomography
(QPT). However, in quantum process tomography, one assumes perfect state preparations and perfect
POVM measurements. The key differences between GST and QPT are: (1) the lack of assumption on
perfect states and measurements; (2) the need to benchmark multiple quantum processes (gates) at
once. Because GST does not assume the ability to prepare perfect states and measurements, existing
protocols learn the relation between different gates instead of the intrinsic physical description of each
gate. This problem is referred to as gauge freedom in GST.

When we vectorize state and POVM element as vec(p,) and vec(M,;,) and write the CPTP maps
&y as a matrix Ay, then we have

tr( M, (px)) = vec(Mop)T Ayvec(py) = (M vec(Mp)) " (MA,M ™) (Mvec(py)). (K1)

The following transformation is known as a gauge transformation

vec(pz) — Mvec(ps), (K2)
Ay — MAM ™ (K3)
vec(M) — M~ tvec(M.,y), (K4)

which is parameterized by an invertible matrix M. Most existing GST protocols are designed to learn
the vectorization and matricization up the the gauge freedom, specified by the matrix M. Due to the
gauge M, it has been difficult to provide a fully rigorous statistical analysis of GST. The key problem
is that the gauge freedom makes it challenging to define errors in GST. And we are not aware of a
rigorous proof showing the required number of experiments to perform GST up to certain error.

We begin with a summary of the difference between the theory on learning world models developed
in this work and the existing literature on gate set tomography [39]. According to the review [39],
GST is tomography of a novel entity, which is not the individual description of each gate, but some
form of relations between the gates. Based on our theory, we can formalize this novel entity as a
non-physical model capable of predicting the extrinsic behaviors of the quantum device under the
following assumption: one can (efficiently) find a complete basis of states and POVMs by composing
existing states, gates, and measurements. Without this assumption, Theorem 3 shows that learning
the extrinsic behavior can be extremely inefficient. And under this assumption, Theorem 4 provides
a rigorous algorithm, that shares many common aspects with GST, for predicting extrinsic behaviors
that improves significantly upon the worst case complexity given in Theorem 3.

In contrast, learning intrinsic physical descriptions of the operations in the device is significantly
more challenging than performing GST. In certain scenarios, it is impossible to learn the intrinsic
descriptions to arbitrary accuracy as shown in Theorem 6. However, we show that it is possible in



60

many natural scenarios. We can learn the intrinsic description up to any accuracy when the world
model has an unknown pure state and a universal set of unknown gates (Theorem 2). Hence, being
“informationally complete” for GST is easier than being “informationally complete” for learning intrinsic
descriptions.

We now present several questions that illustrate the difference between the theory on learning world
models developed in this work and gate set tomography.

a. Is gauge transformation the same as weakly indistinguishable? No. When two world models
are related by the gauge transformation defined in GST, it is true that the two world models are
weakly indistinguishable, i.e., no experiments can distinguish the two world models. However, there
are pairs of weakly indistinguishable world models that are not related by a gauge transformation.
One such example has been presented in the main text. Consider the following two distinct physical
realities in a single-qubit system,

Wir: po =1/2,  Eqlp)=HpH',  Er(p)=TpT", Mg ={lo)0l,[1}1]},  (K5)
Wihr: o5 =1/2,  E4(p)=1/2, 7 (p) = 1/2, MG = {J0)0L, [1X1]},  (K6)

with actions X = {0},Y = {H,T},Z = {0}. Because & # &7 but £F = &£F, it is impossible
that the two world models are related by a gauge transformation. However, as we have discussed
in the main text, the two world models cannot be distinguished by any experiment, hence they are
weakly indistinguishable. Together, we see that gauge equivalence as defined in GST implies weakly
indistinguishability, but two devices that are weakly indistinguishable does not imply gauge equivalence
in GST. This means the set of relations defined by gauge equivalence in GST is a subset of the relations
defined by weakly indistinguishable world models.

b.  Can we always learn a world model up to gauge transformation? No. While GST removes the
assumption on perfect state preparations and measurements, GST still require assumptions to work.
It is not true that we can always learn a world model up to a gauge transformation using existing GST
protocols. This is already evident in the above example. The two world models WﬁT, WPII?T are not
related by a gauge transformation, but they are weakly indistinguishable. Hence by Proposition E.2,
we cannot learn to distinguish the two world models from experiments.

c. Is gauge transformation the same as strongly indistinguishable (equivalence)? No. As Theo-
rem A.8 has shown, equivalent world models are related by unitary or anti-unitary transformation.
But two world models related by the gauge transformation defined in GST may not be related by
unitary or anti-unitary transformation. For example, consider two d-dimensional world models over
the action spaces X = {0}sstate; Y = {U}vesu@), £ = {0} and outcome space B = {1,...,d}:

WA = ({p£}$EX7 {ggj‘}yeya {Mﬁ}ZEZ)a where

pd =1 —¢€o+ eé, Vo : state, (K7)
Ef(p) = UpUT, VU € SU(d), (K8)
MG = {1oXbl} s, (K9)

and WP = ({pf}xe){a {5353}316)7, {MzB}zEZ)a where

B =0, Vo : state, (K10)
ER(p) = UpUT, YU € SU(d), (K11)
I
ME = {(1 — €)|b)b| + e} , (K12)
d b=1,....d

We can see that WA has depolarized initial states, while WP? has depolarized measurements. The two
world models are not related by a unitary or anti-unitary transformation, hence they describe distinct
physical realities. However, it is not hard to show that the two world models are related by a gauge
transformation M.
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d. Are two gauge-equivalent devices always physically the same? No. We can have two noisy de-
vices with depolarization noise happening in the states or in the measurements; see the above example
of WA and WEB. The two devices are gauge equivalent. But these two noise processes are not physi-
cally the same. And hence the two devices are not physically the same. The inability to distinguish
the two world models W4 and WP is due to the lack of sufficiently information actions. This is similar
to the case when one performs quantum state tomography with computational basis measurements.
A coherent |+)(+| state is indistinguishable from a maximally mixed state I/2 under computational
basis measurements. However, the two states are not physically the same. The indistinguishability
arises not from being physically the same, but from the lack of useful actions.

e. How does gauge transformation defined in GST relate to our theory on world models? Suppose
that we have a d-dimensional world model W, where we are assumed that we can identify a set of
(composed) states and a set of (composed) POVM elements, such that both sets span the entire
d-dimensional quantum state space. Then every world model W’ that is weakly indistinguishable
from W is related by a gauge transformation. Hence, under the assumption, we can equate weakly
indistinguishability and gauge equivalence in GST. This assumption is critical and has been explicitly
or implicitly assumed in existing GST protocols [39]. A similar assumption is made in Theorem 4
(restated in Theorem J.1) for developing an efficient algorithm for learning extrinsic behaviors.

f- What entity is GST learning according to our theory of world models? In this in-depth review
on GST [39], the authors noted multiple times that GST protocols are learning the relations between
the gates instead of the descriptions for individual gates. The description found on each gate may
not be endowed with a physical meaning — for some gauge M, the resulting representations are no
longer the vectorization or matricization of states, POVM elements, and CPTP maps. Instead, one
should treat the collection of descriptions for all gates (and states, POVMs) as a joint description of
the entire device. Quoting from [39], “GST is tomography of a novel entity”. But what is this novel
entity? Based on our theory, the novel entity is the extrinsic behavior of the world models, i.e., the
collection of probability distributions over measurement outcomes under experiments. In particular,
GST learns the extrinsic behavior of world models that satisfy the assumption that we can identify a
set of (composed) states and a set of (composed) POVM elements, such that both sets span the entire
d-dimensional quantum state space. When the assumption is not satisfied, Theorem 3 shows that the
complexity of learning extrinsic behaviors can be as bad as running all experiments. Building on this
realization, we can rigorously study the performance of different GST protocols: we simply look at
whether the protocols are able to accurately predict new experimental outcomes. In Theorem 4, we
build on this realization and develop a rigorous algorithm that can provably predict future experiments.

K.2. Quantum state/process/measurement tomography

The settings studied in quantum state, process, and measurement tomography are special cases
of our theory. In quantum state tomography, we are learning a world model such that the CPTP
maps and POVM measurements are perfect. Quantum state tomography focuses on learning unknown
quantum state p to high accuracy, usually in trace norm or fidelity. See e.g. |2, 3, 21, 27| and references
within. In quantum measurement tomography [12|, we are learning a world model such that the state
preparations and the the CPTP maps are perfect. The goal of quantum measurement tomography is to
learn the descriptions of the POVMs. Finally, in quantum process tomography [38], we are learning a
world model such that the state preparations and the POVM measurements are perfect. The purpose
of quantum process tomography is to learn the full description of some unknown quantum processes. A
subset of quantum processes that have been actively studied recently are the Pauli channels [17, 18, 24],
which are often considered to be the major noise sources in quantum computers.
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L. Quantum advantage with noisy devices that cannot be fully learned

L.1. Setting

We are given an (2n)-qubit device with unknown operations.

L.1.a. State preparation and measurements

We can prepare an unknown product state given by

P1 & -'-®p2n~ (L].)

22n

We can perform an unknown product measurement given by a POVM with outcomes,

2n
(@up| 12
=1

Be{0,1}2n

where M gi),Vi =1,...,2n are 2 x 2 positive-semidefinite matrices.

L.1.b. Operations

In the device, we can apply layers of non-overlapping single- and two-qubit gates. We consider the
2n qubits to be represented by an n x 2 grid. The grid coordinate of the i-th qubit (i from 1 to n)
is ([4/2],7 mod 2). Single-qubit gates can be applied at every grid point. But two-qubit gates can
only be applied at edges on the n x 2 grid. Each single-qubit gate is an unknown CPTP map on the
corresponding single qubit. And each two-qubit gate is an unknown CPTP map on the corresponding
two qubits. The unknown CPTP map implemented by each gate depend on the presence or absence
of all the other gates applied at the same layer.

Finally, we assume that we can load some unknown n-qubit quantum state p on the n qubits in
the left hand side of the n x 2 grid. Suppose o is the quantum state on the 2n qubits. After loading
p, the state on the 2n qubits becomes p ® trieg side(0)-

L.2. Algorithm for partially learning the device

In this section, we will partially learn some of the operations in the unknown quantum device. We
will obtain some descriptions that are useful for using the quantum device to achieve advantage in
performing entangled data analysis. The descriptions do not fully characterize the device. But the
lack of full characterization enables us to work under a more general setting.

L.2.a. Ezxperiments and loss functions: Single-qubit

We perform an optimization to find nine single-qubit gates for every qubit, denoted as g; ;. for all
i=1,...,2n,k =0,...,8, by minimizing a loss function. In particular, after choosing g; 1, we conduct
the following experiments.

We consider the same single-qubit gates on the left hand side and the right hand side of the n x 2
qubit grid. For each of ki, k] € {0,...,5}, ko, k} € {6,7,8}, we prepare the unknown product state
P1®...R® pan, apply a layer of single-qubit gates, followed by another layer of single-qubit gates, then
measure using the unknown product measurement. In the first layer of the single-qubit gates, we
apply g;, for qubit 7 on the left and apply ik, for qubit 7 on the right. In the second layer of the
single-qubit gates, we apply g; r, for qubit 7 on the left and apply ik, for qubit ¢ on the right. For
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each ki, k], ko, k¥ and each qubit i, we estimate the probability for obtaining the outcome b € {0,1},

denoted as pp, pr ky.ky,ip- From a total of O(log(n/8)/n3), the estimate Pl 1, ko ki b 15 €qual to the

true probability up to 7o error for all k1, k], ko, kb, ¢, b with a probability at least 1 — . We now define
a loss function based on the estimated values,

A / ;7 .
M= MAX Dk ks kb f(k1, kY, ko, ky,4,0)| . (L3)
1,R7,R2,R9,1,

The function f(k1, k}, ko, kb, 1,b) is defined as follows. For qubit ¢ on the left, we have

1/2 [k1/2] # (k2 - 6)
fk1, ks ko, Ky, d,0) = ¢ 1 |k1/2] = (k2 — 6), k1 = b(mod2) (L4)
0 UC1/2J = (k‘g — 6), k‘l §é b(mod?)

For qubit ¢ on the right, we have
1/2 |ky/2] # (k3 = 6)

Flkr Ky ko ki) =1 |K,/2] = (K, — 6), K, = b(mod2) (L5)
0 [k/2] = (k5 —6), ki # b(mod2)

We optimize over the selection of gates such that the loss function 7; is as small as possible.

L.2.b. Rigorous guarantee: Single-qubit

Given an estimation error 79 and the loss function 71, we can approximately learn the following
states and measurements. We combine the first layer of single-qubit gates determined by k1, k] and
the unknown product state to create a new set of product states, denoted as

(klvkll)

kv k!
pgl 1)®...®p2n , (L6)

for all ki, k] € {0,1,2,3,4,5}. We also combine the last layer of single-qubit gates determined by
ko, Ky and the unknown product measurement to create a new set of product measurements,

2n . ,
{@ M]S;’””f?’} , (L7)
i=1 Be{0,1}2n
for all ko, k) € {6,7,8}. We have the following characterization.

Lemma L.1 (Single-qubit stabilizer states). For any i = 1,...,2n, there exists a unitary or anti-
unitary transformation U; on qubit i, such that the following holds for any ki, k), ko, kb, b. For qubit i
on the left, we have

ngl’ki) — Uio'klUi_lHl < O(no +m), (L8)
HMb(i’kQ’ké) - Uz‘02(k2—6)+bUf1H1 < O(no + m). (L9)
For qubit i on the right, we have
oM — Ui U7Y| < O +m). (L10)
HMb(i,kg,klz) _ Uiam_ﬁHbUi—lH1 < O(no +m), (L11)
where the pure states o, for x =0,...,5 are given by

)01, [ L T=X=1 Ty +Xy -+ Ty=Xy =] (L12)
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Proof. Without loss of generality, we consider qubit ¢ on the left hand side of the n x 2 grid. The
proof is the same for qubits on the right side except that we need to swap ki <> kf, k2 < k}. From
the estimate Py, x/ k, k; 40 and the definition of the loss function 7y,

‘tr (Mb(i’kz’k/z)ﬂz(‘khkll)) — f(k1, kY, ka, Ky, 4, 0) | < mo + 1, (L13)

for all ki, k], ko, kb,b. The above defines an approximate geometry that can be used to infer the

underlying operations. This technique is used in Appendix D.5 to learn general d-dimensional systems.
For a fixed choice of ki, kb, we have six matrices for pgkl’kl) and six matrices for Mb(z’b’kQ)
responding to different ki, ko and b. Now, given ¢ = 0,1,2. We denote the two matrices p(kl’kl)

(2
associated to k1 = 2q+0,2q + 1 as pg, p1, denote the two matrices M( kz.k) associated to ko = ¢ and
b=0,1as My, My, and define n = 19 + n1. We have the following 1nequalities from Eq. (L13),

tr(Mopo) =1 —mn, tr(Mop1) <n, tr(Mipo) <n, tr(Mip1) > 1—n. (L14)

Using the fact that My, M1, pg, p1 are positive-semidefinite, My + M; = I, and tr(pg) = tr(p1) = 1,
there exists two orthogonal pure states |¢o)(o|, [11)(%1| and a constant C' > 0, such that

1Mo — |sho)Xeolll, < Cn, [My — |1 )]l < Cn, (L15)

o = [thoXeollly < Cn, o1 = [ )ellly < Cn. (L16)
Hence, we know that the six matrices for pgkl’kl) are approximately pure states. Then we can use the
approximate geometry given in Eq. (L.13) over pairs of distinct ¢ to show that there exists a constant
C’ > 0 and a unitary or anti-unitary transformation Ui k; k;, such that

k1,k] —
z( vk _ Ui,k{,k’gakl Ui,kl’l,ké 1 < C', (L17)
j ko K, _
HMb(’L 2h2) _ Ui,kll,k’202(k276)+bUi’k1/17k/2 1 < 0/777 (L]'S)
where the pure states o, for z =0,...,5 are given by
o = |0XO], [LCL], X+ [=X= 1 ly+Xy+, [y=Xy—I, (L19)
respectively.
We see that U; y/ x; depends on K|, k. The last step is to show that we can actually choose a single
unitary or anti-unitary transformation U;. Consider U; = U jr —o gy=¢- For all 2 =0,...,5, we have

L20

-1 —1
Uiy iy 02U, g g = UioaU Hl

(L20)
< Uikt a2Vl sy = UnomsoaUsing | + | Uio iUty = Uiosoalid | (L21)
s\Ui,kfl,kgomU;k% b =AY [ = Ui Ui, (L22)
B A W P A Y

(L24)

<20'n+ 20’17 =4C'n. L.24

The second-to-last inequality follows from Eq. (L17) and (L18). Together, we have

p(kl’k v UO'k1 H < O 77() + 771) (L25)

1

i,ko, k! _
HMb( ) UiUZ(kg—ﬁ)erUi Hl <O(mo+m), (1.26)

This concludes the proof. O
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L.2.c. Experiments and loss functions: Two-qubit

We also perform another layer of optimization to find two two-qubit gates for every pair of corre-
sponding qubits on the left and right, i.e., qubit ¢ = 2¢ — 1,2¢, where £ = 1,...,n. We denote the two
two-qubit gates as gé?s) and gge) for each £ = 0,...,n. Similar to before, after choosing géi) and gge) ,
we conduct the following set of experiments.

For each of kq, k] € {0,...,5}, ko, kb € {6,7,8},2 € {s, e}, we prepare the unknown product state
P1®...R pan, apply a layer of single-qubit gates, a layer of two-qubit gates, followed by another layer
of single-qubit gates, then measure using the unknown product measurement. In the first layer of the

single-qubit gates, we apply g; i, for qubit 7 on the left and apply gk, for qubit ¢ on the right. In the

middle layer of two-qubit gates, we apply gﬁz on qubit 2¢ — 1 on the left and qubit 2¢ on the right. In
the other layer of the single-qubit gates, we apply g; i, for qubit ¢ on the left and apply 9i K, for qubit
i on the right. For each ki, k], k2, k5 and each pair of qubits 2¢ — 1,2¢, we estimate the probability

for obtaining the two bits b,b € {0,1} as the outcome, denoted as ﬁgj)k, From a total of
Bt

O(log(n/8)/n3), the estimate ]5,(31)/%, o !
yR1R2,Ro
ki, k), ko, kb, x,£,b,b with a probability at least 1 — . We now define another loss function based on

the estimated values,

k2, kb, w,8,b,b""
2l is equal to the true probability up to ng error for all

~(2) / / /
pkl,kll,kg,klz,:ﬂ,e,b,b’ - h‘(klv klv k?y ka £, bv b )

. (L27)

Ny = max
1 kg .k b, b/

The function h(ky, ky, ko, k5, x,b,0') is defined as follows.

Bkr, K Ko, ey, b,0) = tr (o) @ s U (ol @ )0 ) (L28)
p’(ciln) - (L29)

P;(gozulf) = 02(ka—6)+b> (L30)

00,05 = [OXOL, [1X1], [N, =X, [y Xy, ly—Xy—1, (L31)

U,,U, = SWAP, BELL, (L32)

where SWAP and BELL are two-qubit unitaries, SWAP swaps the left and right qubits, BELL =
(H ® I) CNOT, CNOT is controlled on the same qubit that the Hadamard H acts on. The en-
tangling operation BELL followed by computational basis measurement is one way to perform Bell
measurement.

L.2.d. Rigorous guarantee: Two-qubit
Next, using the bound on the estimation error 79 and the loss function 72, we can approximately
learn the entangling operations. We can write the middle layer of two-qubit gates as
gf:l,x ®...Q gé:n,xa (L33>
for z € {s, e}, where & , acts on two qubits, 2¢ — 1 and 2/.

Lemma L.2 (SWAP and Bell measurement). For each qubit i = 1,...,2n, consider the unitary or
anti-unitary transformation U; on qubit i given in Lemma L.1.

[€6,5(-) = (Uzo—1 ® Uze) SWAP (Uz—y @ Ung) ™ (-) (Uze—1 ® Uzg) SWAP(Upp—1 @ Ung) 7|, (
< O(no+m + ), (L35
H&,e(') — (Uzg—1 @ Usg) BELL(Ung—1 ® Usg) *(-)(Uze—1 ® Usg) BELLT (U1 ® U2£)_1H (
< O(no +m +n2), (

1—1

where ||E];_,; = max) x|, =1 [|E(X)]];
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Proof. We prove this lemma for SWAP. The proof for BELL is basically the same. We begin by
defining the following notations.

P = (ok, ® op)), (L38)
plont) = (02(ky—6)+b © T2k, —6) 11/ ) (L39)
“” Y = (Usg-101, Uy ) ® (Uaeony Uy, (L40)
plY) = (Use_109(ky—6) 15Usg 1) @ (U200, —6)+1 Uz ) (L41)
00, -+, 05 = [0)O], [L)L], [+)X+[, [=X=s ly+Xy+I, [y=Xy—I- (L42)
We can use triangle inequality in Eq. (L27) to show that
tr ((M” Lk o p2t ’“27’“') Ev.s (p;“;’ 1 pgé’k')) —tr (p(O“t)SWAP <p(m)) SWAP) ‘ (L43)
< ‘tr <(Mb2£ bt @ My kz,kl) s (p;? 1 kl, )) ﬁl(i),kl,kg,k ,x,f,b,b" (L44)
10k kg e — 0 (POISWAP () SWAP)‘ (L45)
< no+ne. (L46)
Then from triangle inequality and Lemma L.1, we have
o (9 ) s (85 ) o (o (o) w
< |t <<M24 Lkzky o Mze @,k/) €0 (pl;é 1) pl;k’)) _tr (p(out,U)gas <p§; i pkl, ))‘ (L48)
+ |t (o (phitt @ ™) ) = tr (oD ()] (L49)
<4055 ] ot ] o
< O(no +m). (L51)
Hence, by another triangle inequality, we obtain
‘tr (p(outv”gg,s (p@”»U >)) ~tr (p<0“t>SWAP (p<m>) SWAP) ‘ < O(no +m + m2). (L52)

Because every (2x2) x (2x2) Hermitian matrix can be written as a linear combination of o;®0;, Vi, j €
{0,1,...,5}, we have the following bound by triangle inequality,

[€2,5(-) = (Uzo—1 ® Uze) SWAP(Uze—y @ Ung) ™" (-) (Uzp—1 ® Uze) SWAP(Upe—y @ Uag)'||,,,  (L53)
< O(no +m + n2). (L54)
This concludes the proof. ]

Remark 6. If ng + n1 + n2 is smaller than some constant, then Uyy_1 and Usy must be both unitary or
both anti-unitary, which can be shown by a proof by contradiction.

L.2.e. Putting everything together

When the quantum device is designed perfectly, the loss functions vanish, i.e., n1 = 12 = 0.
However, when the quantum device is subject to some unknown noise, the loss functions 7y, 72 will be
small but non-zero. Here, we show that when we perform sufficient number of experiments to estimate
the loss functions and we find the loss functions to be small, then we can guarantee that the underlying
physical operations satisfy a certain form.
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From now on, we assume that ng 4+ n1 4+ 12 are small enough such that there exists e > 0 and a set
of unitary or anti-unitary transformations U;,Vi = 1,. .., 2n satisfying the following constraints. For
all 0 =1,...,n, ki,ky €{0,...,5}, and ko, k) € {6,7,8}, we have

k1,k} k1,k} — —
Pt @ ol = (Uae101, Uz © (Uaion Uz | < (155)

201 ko, K, 20 ko K, _ _
3 HMIE 2R) @ MR (Unt-102(ky—6)46Us;") @ (U2402(k’2—6)+b’U2g1)H1 <e (L56)
bb/E{0,1}

where the pure states o, for z =0,...,5 are given by
0XOF, [, [+XH] [=X=1 ly+)y+| [y—Xy—I- (L57)
And we also have
|E,s — (Uze—1 © Uag) SWAP (Uzg—1 ® Uzg) ™ (-)(Uze—1 @ Ung)SWAP(Upp—1 @ Uze) ||, < €&, (L58)

|€ee = Va1 © Vo) BELL(Uae-1 © Uae) ™' () Uzt © Une) BELL! (Ue1 @ Un) 7!|| <6 (L59)

where SWAP and BELL are two-qubit unitaries, SWAP swaps the left and right qubits, BELL =
(H ® I) CNOT, and H5||1_>1 = max x|, =1 ||5(X)||1

L.3. Task description and quantum advantage

We focus on the task of predicting many incompatible properties in unknown physical systems
studied in [9, 28, 30]. We consider an unknown physical system described by an n-qubit separable
state p. Recall that a separable state is a classical probability mixture over product states. The goal
is to learn to predict properties about p.

We compare two experimental settings: conventional experiments and quantum-enhanced exper-
iments. In conventional experiments, the physicist could perform any POVM measurement on the
unknown state p to gather classical data. Based on the measurement data, the physicist could adap-
tively choose the next measurement on p to obtain more data. After many rounds of measurements,
the physicist combines all measurement outcomes to form a model about the unknown state p. In
quantum-enhanced experiments, the physicist could load multiple copies of the unknown state p to a
quantum computing system. The physicist can then use the quantum computer to perform quantum
data analysis to learn a model about the unknown state p. After learning a model of p, we will ask
the physicist to predict properties about p.

We assume that the conventional experiments are perfect. All the POVM measurement could
be chosen arbitrarily and are not subject to any noise. In contrast, we consider quantum-enhanced
experiments to base only on the noisy and unknown quantum device that we partially learned in
Appendix L.2. Despite the imperfection of quantum-enhanced experiments, we can still demonstrate
a large quantum advantage.

Theorem L.3 (Advantage with noisy quantum device; Restatement of Theorem 7). Given n >
0. Suppose € is the error on each two-qubit operation in the noisy quantum device. There exists
a distribution over unknown n-qubit separable states p and properties, such that quantum-enhanced
experiments using the moisy quantum device only require Nog = O((1/(1 — 4€))?") experiments to
predict accurately, while noiseless conventional experiments require Nc = Q(2") experiments. This
yields a separation of Nc = Q(NG), where a = —log(2)/(2log(1 — 4¢)) = O(e).

L.4. A class of states and properties

For certain states and properties, conventional experiments can be very powerful. For example,
classical shadow tomography [29] is a class of conventional experiments based on randomized measure-
ments that can be used to make accurate prediction for many properties. Here, we give an example
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where there is a large separation between conventional experiments with perfect measurements and
noisy quantum-enhanced experiments. We consider a distribution over the unknown n-qubit separable
states p and the properties as follows.

With probability 1/(4™ — 1), we sample a Pauli observable P € {I,X,Y,Z}®" \ {I®"}. Then
with probability 1/2, we consider the unknown state p to be the maximally mixed state 1/2". With
probability 1/4, we consider the unknown state p to be

(é%u) <I+09P> <®Uﬂ 1) (L60)

With probability 1/4, we consider the unknown state p to be

G ) @)

The property we would like to predict is the absolute value of the expectation value of
n n
0= <® U2“> P (@ U2_£1_1> : (L62)
=1 =1

We tell the learning algorithm both the Pauli observable P and the above observable O. When
p = 1/2" the property is equal to zero. However, when p is an alternative state that is not I/2", the
property is equal to 0.9. Hence, making accurate prediction in this task is equivalent to distinguishing
if p is the maximally mixed state /2".

L.4.a. Characterization of the probability distribution

Both the states /2™ and (I £0.9P)/2" are separable states and can be represented as a classical
probability distribution over tensor products of the single-qubit stabilizer states

S = {10X0L, [1XL], [+X+s [=X=1, ly+Xy+, ly—Xy—I}- (L63)

The physical system p is a classical probability mixture over tensor products of Ugg,lagUQ_gl_l for
£ =1,...,n, where oy is a single-qubit stabilizer state. Hence, we have

p= Z p(o1,. . 00) (Ui U ) @ .. @ (Uzn—100Us," ). (L64)

opeSNVI=1,....,n

There are multiple distinct probability distributions that lead to the same state p. Here, we consider
the following classical distribution based on the chosen Pauli observable P € {I, XY, Z}®"\ {I®"}
for the ease of analysis.

e pis the maximally mixed state: For each £ = 1,...,n, we consider the following. If P, =1, X,Y,
we choose oy from the uniform distribution over [0)0], |1)X1|. If P, = Z, we choose oy from the
uniform distribution over |+ )|, [—)}—]|.

e pis a locally rotated (I +0.9P)/2™: The state (I & 0.9P)/2" is equal to the uniform mixture
of the maximally mixed state and the state (I & P)/2". With probability 0.1, we prepare p
the same way as the maximally mixed state given above. With probability 0.9, we prepare p as
(I £ P)/2". For each ¢ =1,...,n, we consider the following. If Py = I, we choose a oy to be a
uniform distribution over |0X0|, |1)}1|. If P, # I, we choose oy to be one of the eigenstate of P;.
When P, is not the last non-identity Pauli operator, we choose g, uniformly at random. When
Py is the last non-identity Pauli operator, we choose o, deterministically based on the choice of
op for ¢/ < { where Py is not an identity. The determinisitic choice satisfies a parity constraint
given by the state (I + P)/2".

Other choices of the classical probability distribution that give rise to the same state would yield
exactly the same result but the analysis could be slightly more complex.
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L.5. Upper bound for noisy quantum-enhanced experiments

We provide a sample complexity upper bound for quantum-enhanced experiments using the noisy
quantum device that we partially learned. The quantum-enhanced experiment we implement loads in
two copies of the physical system p and perform an entangled measurement across the two copies.

L.5.a. Detailed procedure

In the noisy quantum-enhanced experiments, we utilize the noisy quantum device and repeat the
following for Ng/2 times.

1. Prepare the initial product state followed by a layer of single-qubit gates g;¢ for all qubit
1=1,...,2n.

2. Load the physical system p into the left hand side of the n x 2 grid.

3. Apply the entangling layer £y—1 s®...® Ep—y, s, which is approximately equal to applying SWAP
gates between left and right side of the n x 2 grid from Eq. (L58).

4. Load the physical system p into the left hand side of the n x 2 grid again.

5. Apply the entangling layer &—_1, ® ... ® E—y ¢, which is approximately equal to rotating the
pairs of qubits into a Bell basis from Eq. (L59).

6. Apply a layer of single-qubit gates g; for all qubit ¢ = 1,...,2n. Then measure using the
unknown product measurement.

7. Store the measurement outcome as b;;,Vi = 1,...,2n for the ¢-th experiment.

After the Nq/2 experiments using Nq copies of the physical system p, when we are given a Pauli
observable P € {I, X,Y, Z}®*" we compute the following,

NQ/2 n

_ 2

E= o E H (B(bt,20—1,be20)| Pe @ Py |B(be2e—1,be20)) (L65)
=1 1=1

where |B(x,y)) is the Bell state,

(L66)

|B($,y)) — <’07y> + <_1)w ‘171 _y>> _

V2

To understand what is happening, consider U; = I,Vi. When all the operations are perfect, the
quantum-enhanced experiment is equivalent to storing two copies of p in the 2n qubits and measuring
every pair of corresponding qubits in the Bell basis. Bell basis simultaneously diagonalizes P ® P for
all P € {I,X,Y, Z}*". Hence, we can simultaneously predict tr((P ® P)(p ® p)) = tr(Pp)?.

L.5.b. Noise analysis
We analyze how noise affects the quantum-enhanced experiments. Suppose the first sample of p is
Uiof U ") @ ... ® (Uan—104 Uy, 1), (L67)
and the second sample of p is

(hePU N @ ... ® (Uzn1080,,1 ). (L68)
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Let us focus on a pair of qubits 2¢ — 1,2¢ for £ = 1,...,n. From Eq. (L55), after the first two steps,
the pair of qubits is in a state p(2¢=1.20:% with

| =120 — (U005 ) © 0Ol < e (L69)

After the third and fourth step, the pair of qubits is now in a state p(%_l’%)’b with
H P18 _ (1, 16BUSL Y@ (U%ag‘U;gl)Hl < 2 (L70)
using Eq. (L58). After the fifth step, the two-qubit state is now p2=120.c From Eq. (L59), we have
H p=120c _ (17, @ Upy)BELL(c? ® o\ BELL! (Uy,! | @ U;;)Hl < 3e. (L71)

20—1,20),¢

In the sixth and seventh step, we measure the two-qubit state p( with a two-qubit product

POVM. The two-qubit product POVM is given by
{Mé%flﬁ,ﬁ) 2 M522,6,6)7M52671,6,6) 2 M1(2€,6,6)’M1(2271,6,6) 2 M526,6,6)’M1(2471,6,6) ® M1(2€,6,6)}’ (L72)

where the approximation error is given in Eq. (L56).

We now combine with the classical post-processing in Eq. (L65). Given a Pauli observable P €
{I,X,Y,Z}®". For each experiment, we can show that we are measuring the two-qubit state p(2¢=1:20).¢
with an observable

O20-1.2) — Z (B(x,y)| Pr @ Py |B(x,y)) MZ-1.66) ®M252£,6,6)_ (L73)
zye{0,1}

The observable O(2¢=120 (iffers from the ideal observable

> (B, y)| @ Pr|B(w,y)) (Uaea|2)a|Usty) © (Uaely)y|Us,') (L74)
z,y€{0,1}

by at most € error in ||-|| . Using triangle inequality, we have

tr (012021200 ) — N7 (B0, y)| P @ Py |B(w,y)) (B y)] (0F @ 07') 1Bz 9))| < de. (L75)

z,Y

Because Bell basis simultaneously diagonalizes {I ® I, X ® X, Y ® Y, Z ® Z}, we have

> (B y)| P Pyl y)) (B(x,9)] (0f @ 07') |B(x,y)) = tr(Peof) tr(Poi). (L76)

x?y

Recall that there exists a CPTP map & such that p2¢~1.20¢ = Er(of ® oP). Hence, we have

’tr (0@@*172@54(0;5‘ ® WB)) — tr(Po) tr(PoB)| < de. (L77)
Furthermore, when P, = I, we have

tr (o@f—l’%)gg(af ® P )) = tr(Piof) tr(Pof) = 1. (L78)

The two characterizations above will be crucial for the sample complexity analysis.
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L.5.c. Sample complexity analysis

We use the probability distribution given in Appendix L.4.a to analyze the expectation value of =
in Eq. (L65). Combining with Eq. (L64), we have

Z ST (ot ool oB) Htr( (2-1.20 ¢ <;*®WB>). (L79)

oileS, oPes,
Vi=1,...nVl=1,....n

We separate the analysis into two cases.

e p is the maximally mixed state: We only consider o, 0? that appear with nonzero proba-

bility. For all £ = 1,...,n, we consider whether P, is equal to I. If P, # I, then we have
tr(Prof) tr(PpoP) = 0, hence
[tr (0% €y © 0f)) | < e (L80)
from Eq. (L77). If Py = I, from Eq. (L78), we have
tr (o@’f*l’?’f)se(ag‘ ® af)) — 1. (L81)

Together, we have

< (4e)#AD) (L82)

ﬁ tr (O(%_l’%)c‘:g((ff1 ® Uf))
/=1

where #(P; # I) is the number of P;,V¢ = 1,...,n that is not equal to identity I. Therefore
we conclude that

|E[E]| < (4)#7#D. (L83)

e pisalocally rotated (140.9P)/2™: There is a probability of 0.19 such that at least one of o4, o®
is sampled according to the distribution for the maximally mixed state. The same analysis as
the case for maximally mixed state shows that we have

ﬁ tr (0(2571’28)(‘/’@(024 ® af))
/=1

For a probability of 0.81, we have both ¢# and ¢® are sampled according to the probability
distribution for (I + P)/2" defined in Appendix L.4.a. We focus on ¢ and ¢ that occur with
non-zero probability. We consider all £ = 1,...,n. We again separate into two cases: Py £ [
and Py =1.

< (4e)#PeAD), (L84)

— If P, # I, then we have tr(Pyoy') tr(PeoP) € {1, —1}. If tr(Pyof') tr(ProP) = 1, then
tr (O(%_l’%)gg(af ® af)) >1—4e (L85)
from Eq. (L77). In contrast, if tr(Po') tr(Prof) = —1, then
tr (0@‘5—1’%)5[(05‘ ® 0B )) < —1+4e. (L86)
— If P, =1, from Eq. (L.78), we have

tr (o@f—l’%)&(oz“ ® 0B )) ~ 1 (L8T)
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A

Furthermore, the parity constraint in the probability distribution over o4,c? given in Ap-

pendix L.4.a shows that

[T tr(Peoi) tr(Piof) = 1. (L88)
(=1
Hence, we have
IIu@W“m%uﬁ@mﬂ)zuf%ﬁ®#l (L8Y)
(=1

Combining with Eq. (L.84), we can conclude that

E[Z] > 0.81(1 — 4¢)#(FeAD) _ 0.19(4¢)#(Fe#1) (L90)

Recall from Eq. (L65), Z is the average over Ng/2 independent random variables bounded between
[—1,1]. Hence, by Hoeffding’s inequality, we need

Nq = O(log(1/3)/22) (L9L)

to estimate E[Z] to € error with probability at least 1 —§. In order to distinguish between p being the
maximally mixed state or not, we need to estimate E[Z] to an error of at most

0.81(1 — 4e)#*(Pe#) _ 0.19(4e)# (DA _ (4¢)# 7D, (L92)

For € less than a constant and n sufficiently large, the above function is minimized at #(Fy # I) = n.
In order to predict accurately with a probability at least 0.99, the sample complexity for the noisy
quantum-enhanced experiment is

]%:O<U;;W>' (L93)

This concludes the proof for the first part of Theorem L.3.

L.6. Lower bound for noiseless conventional experiments

We give a sample complexity lower bound for conventional experiments based on adaptive POVM
measurements. We do not assume the presence of any noise in conventional experiments. The proof
uses techniques proposed in |9, 28, 30|. In particular, the proof is closely related to one of the proofs
in [28] up to minor changes. We present a concise proof here for completeness.

A learning algorithm using noiseless conventional experiments is a rooted tree. At every node, we
perform a POVM on p. Based on the POVM outcome, we move to a child node of the node. Because
a rank-1 POVM {wp|tp)1hp|}5» is always at least as powerful as general POVM [9, 30|, we will only
consider rank-1 POVMs. After N¢ experiments, we arrive at a leaf node of the tree at depth Ne.
Depending on the unknown physical state p, the probability distribution over the leaf nodes will be
different. We write the probability distribution as

Nc¢
pp(€) = [T we (¢4l pl9be) , VL : leat nodes, (L94)
t=1
where wy |1 )Y1], ..., wng|Yc) Y| are the POVM elements associated to the outcomes of the N¢

measurements that ends up at the leaf node £.
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After the experiments, we obtain a Pauli observable P € {I, X, Y, Z}®™\ {I®"} and the assocaited
observable O = (Qj_; Uz—1) P (®?:1 U27£171) . Suppose we can use the conventional experiments to
classify between maximally mixed state

P = 1/27 (L95)

and the alternative states

ST

under the knowledge of P and U;,Vi, where S € {£1}, P € {I, X, Y, Z}®" \ {I®"}. Then the average
total variation distance between the leaf node distribution of the maximally mixed state and the
alternative states p, p must be greater than a constant,

pe(pmm) — B pe(psp)| | =Q(1). (L97)

Se{£1}

E
Pe{I,X,Y,Z}®"\{I®"} [ E%;f
The expectation over S € {1} is in the inside because the knowledge of S is not revealed. On the
other hand, the expectation over P is on the outside because the knowledge of P is revealed.

We now upper bound the average total variation distance with N¢.

7 mm) = B L.98
PellX.Y.3)8m (187 [ “zegf Pe(pmm) sk P (ps,p) ] (L98)
N 7 0, pe(prnm) — B L.99
PE(I.X.Y.Z}&m (197} L%;fmax< Pe(prmm) sebeny P! (ps,p))] (L99)
pe (ps P))
= E mm)max (0, 1— E ——==2) [, 100
Pe{I,X,Y,Z}®™\{I®"} L%fpe(p Jmax < Se{=1} pe(pmm) ] ( )
We lower bound the following term,
Pbe (pS P) n
E ooy Uy 1 | (I+S0.9P 1101
se{z1} pe(pmm) SE{:I:I}H 2 <® 2= 1> + )<§ 2 1) |9t) ( )
Nc¢ 3 .
= E 14+0.98 P L102
Se{il}E( + (] th>) (L102)
N¢ ) )
> exp [Z E log (1+0.95 (4| P [¢) ] (1.103)
P Se{£1} ( )
18 L,
— exp [2 Y log (1 — 0.81 (| Py )] (L104)
t=1
N - —
IV - 01 Pl L105)

The second line is a definition of i) = (Q7-y Uﬁil) |tt). The third line uses Jensen’s inequality.
Hence, we can upper bound the average total variation distance as

mm,/) E
P¢(Pmm) Se{il}pe(ps,P)

] 1 L106
Pe{I.X,Y,Z}®™\{1®"} [ 2 g%;f ] | |
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> -2
= ) maxc (0, 1 — [T /1~ 0.81 (4| P L107
Pe{IXYZ}®"\{I®"} [ D Pe(pumm) max ( H \/ (el Plioe) ) ] (L107)

L:leaf

= Z Pe(Pmm) (1 — E \/1 —0.81¢ @Z;t| P |1[)t> ) . (L108)

e’ Pe{l, X YZ}®"\{I®”}

We can remove the max(0, -) because 1 — [JS \/1 —0.81 (4| P \zﬁt>2 > 0. We bound the term,

’ 1-081 G P L109
PE{I X YZ}®7L\{I®n}t 1 \/ wt’ |17Z}t> ( )
13 2
) 2 ‘ log {1 =081 (| P L110
> exp !2 Z Pe{IXYZ}®n\{I®n} 0g ( (Ug| P |ay) )] ( )
7 ~ 2
> 1.215 P .
- [ Z 1 Pell, XYZ}®"\{[®n} (el P [x) ( )
" ~ 2

S F L112
ZPE{IXYZ}@H\{I®TL}< t‘ Wt> ( )
Nc

= 1 1215Ng

_1—1.215; on 4] =1 ST (L113)

The second line uses Jensen’s inequality. The third line uses log(l — x) > —3z,Vx € [0,0.94]. The
fourth line uses exp(x) > 1+ z,Vz € R. The last line uses

2"SWAP — I ®1

E PP = , L114
Pe{l,X,Y,Z}®"\{I®"} 4n —1 ( )

hence Epc (s xy,zyem\ (19} (b P \1502 =21 = 2n+1 Combining with Eq. (L97), we have

1
Q1) = E — — E L115
(1) . pp— g%;f Pe(pmm) sl P (ps,p) ] (L115)
1.215N¢ 1.215N¢
< mm = . L116
< 2 pilemn) ST = S (LL16)
£:leaf
Thus we arrive at the desired lower bound,

Nc = Q(2"), (L117)

which concludes the proof of Theorem L.3.
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